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Preface

The ever-increasing spread of automation in industry puts the electrical engineer in a
central role as a promoter of technological development in a sector such as the use of
electricity, which is the basis of all the machinery and productive processes. Moreover the
spread of drives for motor control and static converters with structures ever more
complex, places the electrical engineer to face new challenges whose solution has as
critical elements in the implementation of digital control techniques with the requirements
of inexpensiveness and efficiency of the final product.

The successfully application of solutions using non-conventional static converters
awake an increasing interest in science and industry due to the promising opportunities.
However, in the same time, new problems emerge whose solution is still under study and
debate in the scientific community

During the Ph.D. course several themes have been developed that, while obtaining the
recent and growing interest of scientific community, have much space for the
development of research activity and for industrial applications.

The first area of research is related to the control of three phase induction motors with
high dynamic performance and the sensorless control in the high speed range. The
management of the operation of induction machine without position or speed sensors
awakes interest in the industrial world due to the increased reliability and robustness of
this solution combined with a lower cost of production and purchase of this technology
compared to the others available in the market.

During this dissertation control techniques will be proposed which are able to exploit
the total dc link voltage and at the same time capable to exploit the maximum torque
capability in whole speed range with good dynamic performance. The proposed solution
preserves the simplicity of tuning of the regulators.

Furthermore, in order to validate the effectiveness of presented solution, it is assessed
in terms of performance and complexity and compared to two other algorithm presented
in literature. The feasibility of the proposed algorithm is also tested on induction motor
drive fed by a matrix converter.

Another important research area is connected to the development of technology for
vehicular applications. In this field the dynamic performances and the low power
consumption is one of most important goals for an effective algorithm. Towards this
direction, a control scheme for induction motor that integrates within a coherent solution
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some of the features that are commonly required to an electric vehicle drive is presented.
The main features of the proposed control scheme are the capability to exploit the
maximum torque in the whole speed range, a weak dependence on the motor parameters,
a good robustness against the variations of the dc-link voltage and, whenever possible, the
maximum efficiency.

The second part of this dissertation is dedicated to the multi-phase systems. This
technology, in fact, is characterized by a number of issues worthy of investigation that
make it competitive with other technologies already on the market.

Multiphase systems, allow to redistribute power at a higher number of phases, thus
making possible the construction of electronic converters which otherwise would be very
difficult to achieve due to the limits of present power electronics.

Multiphase drives have an intrinsic reliability given by the possibility that a fault of a
phase, caused by the possible failure of a component of the converter, can be solved
without inefficiency of the machine or application of a pulsating torque.

The control of the magnetic field spatial harmonics in the air-gap with order higher
than one allows to reduce torque noise and to obtain high torque density motor and multi-
motor applications.

In one of the next chapters a control scheme able to increase the motor torque by
adding a third harmonic component to the air-gap magnetic field will be presented. Above
the base speed the control system reduces the motor flux in such a way to ensure the
maximum torque capability.

The presented analysis considers the drive constrains and shows how these limits
modify the motor performance.

The multi-motor applications are described by a well-defined number of multiphase
machines, having series connected stator windings, with an opportune permutation of the
phases these machines can be independently controlled with a single multi-phase inverter.
In this dissertation this solution will be presented and an electric drive consisting of two
five-phase PM tubular actuators fed by a single five-phase inverter will be presented.

Finally the modulation strategies for a multi-phase inverter will be illustrated. The
problem of the space vector modulation of multiphase inverters with an odd number of
phases is solved in different way. An algorithmic approach and a look-up table solution
will be proposed. The inverter output voltage capability will be investigated, showing that
the proposed modulation strategy is able to fully exploit the dc input voltage either in
sinusoidal or non-sinusoidal operating conditions.

All this aspects are considered in the next chapters. In particular, Chapter 1
summarizes the mathematical model of induction motor. The Chapter 2 is a brief state of
art on three-phase inverter. Chapter 3 proposes a stator flux vector control for a three-
phase induction machine and compares this solution with two other algorithms presented
in literature. Furthermore, in the same chapter, a complete electric drive based on matrix
converter is presented. In Chapter 4 a control strategy suitable for electric vehicles is
illustrated.

Chapter 5 describes the mathematical model of multi-phase induction machines
whereas chapter 6 analyzes the multi-phase inverter and its modulation strategies.
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Chapter 7 discusses the minimization of the power losses in IGBT multi-phase
inverters with carrier-based pulse width modulation.

In Chapter 8 an extended stator flux vector control for a seven-phase induction motor
is presented. Chapter 9 concerns the high torque density applications and in Chapter 10
different fault tolerant control strategies are analyzed.

Finally, the last chapter presents a positioning multi-motor drive consisting of two PM
tubular five-phase actuators fed by a single five-phase inverter.
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Mathematical Model of the
Three-Phase
Induction Machine

Abstract

Among all types of electrical machines, the induction machines, in particular the cage
type, is the most widespread in industries. These machines are very economical, reliable
and rugged and they are available in arrangements of fractional kW power to multi-
Megawatt capacity. In other words the induction motor is the work horse of industry due
to its quality and the possibility to use it in variable speed drive. In fact thanks to the
diffusion of power electronics the induction motor can be used in transportations,
machine tools, robotics, and hybrid or electric vehicle in addition to pumps,
compressors, ventilators and other fluid transportation.

This chapter presents a mathematical model of induction motor and the machine
equations used in the implementations of induction motor electric drives.

1.1 A Historical Touch

Faraday discovered the electromagnetic induction law around 1831 and Maxwell
formulated the laws of electricity (or Maxwell’s equations) around 1860. The knowledge
was ripe for the invention of the induction machine which has two fathers: Galileo
Ferraris (1885) and Nicola Tesla (1886).

In Ferrari’s patent the rotor was made of a copper cylinder, while in the Tesla’s patent
the rotor was made of a ferromagnetic cylinder provided with a short-circuited winding.

Though the contemporary induction motors have more elaborated topologies (Figure
1.1) and their performance is much better, the principle has remained basically the same.

That is, a multiphase a.c. stator winding produces a rotanting field which induces
voltages that produce currents in the short-circuited (or closed) windings of the rotor. The
interaction between the stator produced field and the rotor induced currents produces
torque and thus operates the induction motor. As the torque at zero rotor speed is nonzero,
the induction motor is self-starting. The three-phase a.c. power grid capable of delivering
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Fig 1.1 A state-of-the-art three-phase induction motor

energy at a distance to induction motors and other consumers has been put forward by
Dolivo- Dobrovolsky around 1880. In 1889, Dolivo-Dobrovolsky invented the induction
motor with the wound rotor and subsequently the cage rotor in a topology very similar to
that used today. He also invented the double-cage rotor.

Thus, around 1900 the induction motor was ready for wide industrial use. No wonder
that before 1910, in Europe, locomotives provided with induction motor propulsion, were
capable of delivering 200 km/h. However, at least for transportation, the d.c. motor took
over all markets until around 1985 when the IGBT PWM inverter was provided for
efficient frequency changers. This promoted the induction motor spectacular comeback in
variable speed drives with applications in all industries [1]-[3].

1.2 Study Hypotheses

A mathematical model is based on definite assumptions that determine the validity
area and applicability limits of a study. To define the hypothesis of a problem is essential
to understand if the mathematical model is suitable to describe the reality.

Maxwell equations are an instrument able to describe all electromagnetic phenomena
from the wave theory used in telecommunication systems, to operating principle of a
compass. The Maxwell equations are used in this dissertation to formulate the
mathematical models of electrical machines under the electrodynamics quasi-stationary
hypotheses.

The first hypothesis is connected to the magnetic field in air-gap, where the magnetic
lines are assumed parallel each other and they are considered perpendicular to stator and
rotor surfaces in other words air gap camber is neglected.

Moreover, in order to simplify the analysis, the magnetic coupling between phases
caused by leakage flux is neglected.

The other used assumptions are connected to the problem geometry and material
characterization. In this study the stator and the rotor slots are consider half-closed with a
infinitesimal slot opening and all transversal sections are supposed equivalent. These
geometry hypotheses consider a regular air gap and to neglect the extremity magnetic
field effects.
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Furthermore, for simplicity, a concentrated winding machine is considered. if this
hypothesis should not be checked, a winding coefficient that takes into account the
winding typology can be introduced.

In summary the presented study of electrical machine is based on following
assumption:

1) The first derivative of electric displacement vector in the time is considered equal

22 _ o)
to zero e L1

i1) Magnetic coupling between phases caused by leakage flux is neglected
i1i1) The air gab camber is neglected

iv) The air gap is regular

v) Extremity effects are neglected

vi) The permeability of iron is infinite

1.3 The Mathematical Model

A. Determination of the Stator and Rotor Magnetic Field

Under the assumption discussed in the previous section it is possible to write the
equations used in modern induction motor drives.

For this analysis a single pairs of pole machine with wound rotor is considered. This
hypothesis does not reduce the validity area of this study because it is easily extendable.

The stator coordinate 0, and the magnetic field coordinate generated by stator winding
k, yg in fig. 1.2 are defined.

Fig. 1.3 shows the stator magnetic field distribution. The amplitude of the magnetic

-

// g —— ; 8 B W/ sinconduces
/ / \‘ N Ve _
r / i ® ®
f !’ ! ., :
/i A
e Nyig 4
45p
n X
Fig 1.2 Stator system coordinate description Fig 1.3 Stator magnetic field distribution
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field can be obtained due to Ampere's circuital law (1.1)
NSik
4pp

§H xdl = 21,6 = Nyi, — h, = (1.1)

In (1.1) N is the number of conductor in series per phase, p the poles pairs, and ¢ the
air-gap width. During the application of (1.1) a infinite value of iron permeability is
assumed.

The magnetic field distribution, as is showed in figure 1.3, is a periodic square wave,
therefore it can be decomposed in Fourier series.

Equation (1.2) describe the relationship between the stator current flowed in the &
winding i, and the stator magnetic field A, .

me[ei/'p@s e/PVsk ] (1.2)

-1\ D2
hsk(esat): Z NSlSk ( 1)
podd. ﬂ-é‘p /0

In (1.2) the symmetry relationships that exist for odd functions are used.

In the same way the rotor system coordinate and rotor magnetic field distribution in
figures 1.4 and 1.5 are described.

The expression of magnetic field 4, produced by the rotor windings can be obtained

in the following compact form, in terms of rotor current i, .

c (112
th(eR,t): Z NR Lk ( 1)

gﬁe[e*jp@e e/rVn ] (1.3)
podd. 7[519 p

In (1.2) N, is the number of rotor conductor in series per phase, 8, the coordinate
integral with the rotor and v, the magnetic field coordinate generated by rotor windings.

The total magnetic field produced by the stator in the stator reference frame is the sum
of the contributions of the magnetic fields generated by each phase.

h(05.t)=" hg (6s.1) (1.4)

3
k=1

-5

o Va & &
e—> O : N/ Zp Siot Condiuctors
-~ & il

o Npipy

48p
= =
Fig 1.4 Rotor system coordinate description Fig 1.5 Rotor magnetic field distribution
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v =(k—1)27” k=123. (1.5)

According to (1.2) ,(1.4) , and (1.5) the follow relationship can be written:

_ (p-1)/2 A 2 A
h,(6.t)= N, Z( 1) ﬁ%e{e’pg{im+i52613 tige H (1.6)

O P joad P

2
The introduction of the symbol a = ¢'?" and by means of simple calculations leads to

(1.7).

3N _1(/?*1)/2
hy(0,.0)= 2N )

2
- Rele % Z\i.a’ +ia' +i 52] 1.7
27T5p o p |: 3 (Sl S2 S3 ) ( )

An analogous relationship can be deduced for magnetic field produced by the rotor
winding:

N -1 (p-1)/2 A 2 ..fﬂ
ho(6,.1)= Mé'p ( )p Rel e | iy +igge ? +ige (1.8)
podd
IN _1\(e1)2 ‘
e (0,.t)= 5 (1) iRe[e‘fpgR z(imﬁo i +iR3§2)} (1.9)
272'5p podd p 3

where gy 1s assumed as follows:

Wi = (k—l)%” k=123, (1.10)

Equation (1.7) and (1.9) describe two important relationships that can be simplified
due to the introduction of a new powerful mathematical tool, the space vector
representation.

B. Space Vector Representation

The study of three-phase systems, in steady-state and transient operating conditions,
takes advantage of the definition of a space vector and a zero sequence component.

For a given set of 3 real variables (x;, x,, x3) a new complex variables (X ) can be
obtained by means of the following symmetrical linear transformations:

3
X, =32xk a, (1.11)
353

where @ = exp(j27/3).
Relationships (1.11) lead to a real variable X, = x,, (zero sequence component) and to

complex variable X, (space vector).

The inverse transformations are:

11
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2
X, =%th-a“, (k=1,2,3), (1.12)
h=0

where the symbol “-” represents the scalar product.

From (1.11) it can be recognized that the two space vectors are redundant, being

X, =X, (1.13)

where the symbol “*” specifies the complex conjugate.

Owing to this property, only one space vector, besides the zero sequence component,
is necessary to represent the set of three real variables.

In this dissertation, only the space vectors x; will be utilized.

As a consequence, the relationships (1.11) and (1.12) can be rewritten as:

X =x=—yx,a"" (1.14)
3 k=1
xk:éxOJr)_c-ﬁk_l, (k=1,2,3). (1.15)
The space vector can move arbitrarily in the corresponding d-q plane.
Relation (1.14) can expanded to obtain (1.16)
EZE(x@O + @ +xa’). (1.16)

The equation (1.14) expresses the same relations that appear in (1.7) and (1.9),
therefore the space vector representation isn’t just a simple mathematical tool, but it is
strongly connected to physical reality by means of machine equations.

The reasons for the success of this tool are traceable to the importance it plays in
mathematical description of electrical machines.

C. Determination of the Magnetic Field in Air-Gap

As a consequence of the introduction of space vector representation, the equations
(1.8) and (1.9) can be rewritten as:

3NS _1 (P—l)/z . -

s (QS’Z) - 270 p podd( ),0 fRe[e jpgslsp] (1.17)
3N§ -1 (p-1)2 o

mOn0)=2 55 WZW( ),0 Rele %7y, | (1.18)

Furthermore, a new notation for the p-th harmonic of stator magnetic field produced
by stator and rotor can be introduced.

12
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3N, (<1)5"
hy, = —3 ) (1.19)
2rop p
(p-1)
— 3N, (-1) 2 -
v = Y iy (1.20)
2ro6p p
Taking (1.17) and (1.18) into account (1.19) and (1.20) can be rewritten as:
hy(05,1) =Y Relhy, e | (1.21)
podd
he(05,1)= Y Relh, e % | (1.22)
podd

The magnetic-field spatial harmonics of order p (p = 3, 9, 15, 21,...,) are stationary
with variable amplitude. The magnetic-field spatial harmonic of order p (p = 1, 7, 13,
19,...,) rotate with the same direction of i, but with a speed inversely proportional to the

order p (w,= ®/p). The magnetic-field spatial harmonic of order p (p =1, 5, 11, 17,...,)
rotate with the same direction of i; (complex conjugate of i,) with a speed inversely

proportional to the order p (0= o/p).

A similar conclusion can be expressed for the rotor magnetic field, therefore in a three-
phase machine the first and the third magnetic-field spatial harmonic can be
independently controlled. Otherwise the harmonics (p>3) have to consider disturbs. These
harmonics can create torque pulsations and current distortions.

The magnetic field in the air-gap is the sum of stator and rotor contributions. It can be
expressed in the stator reference frame as:

3Ny - 3N, - ,
hT(HS,t):ERe ig+ R Gpe’? e |-
\27dp 2o p
- (1.23)
-R N i +—NR e’ e /3%
‘\27z6p 0 2z8p *
_ 3N _ -
hS = P+ ipe’’ (1.24)
272'5p 2o p
_ N ,
hTS3 = gy + al: Iro e’ (1.25)
2o p 2o p
and in rotor reference frame as:
_ ) 3N, - )
hT(HR,t):ERe 3Ns ; cel =R g le/% |-
2ﬂ5p 2rop
(1.26)

—SRE( Ns igoe + Ve iRoje"35"
\27dp 2rop
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Fig 1.6 Surface uses for the calculation of Fig 1.7 Surface uses for the calculation of
linkage flux with a stator phase linkage flux with a rotor phase
- 3N, - _; 3N, -
hr = el 422k g (1.27)
2ﬂ5p 27O p
— Ng . N
W= —2—i e’ +—L i, |. (1.28)
2o p 2o p

D. Determination of the Linkage Fluxes

In this section the determination of linkage fluxes with a phase is presented.
Fig 1.6 and 1.7 show the surface selected in the stator and rotor for the calculation of
flux. According to this illustration the fluxes can be express as:

L N Vsk+r/2 r
D =% J. hT(GS’t);dQS (1.29)

VsSk-n/2

L,UO NR Y Ric+ /2
2

Drrx =

h, (HR,t)%dHR . (1.30)

Y Rk—z/2

Taking into account (1. 21) and (1 22) the previous equations can be rewritten:

L Ny
Pste = Mot [h /prk] (1.31)
T podd
L N,
Py = 10T R, [ eiovn]. (1.32)
T podd

Equation (1.33) describe the relationship between voltage, stator current, and flux for a
generic phase k.

d
vy = Ryig + ZSk k=123 (1.33)

It is worthy noting that by means the application of vector representation described in
(1.11), (1.33) can be expressed as:

14
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. d

Vs = Ry igy + 3;0 (1.34)
- do.

v, =R iy +%. (1.35)

In same way it is possible to write the rotor equations as follows:

d

Ve = Ryip + z;k k=123 (1.36)
d

Veo = Ry gy + 3:0 (1.37)

V=R, + d;’;R . (1.38)

The total linkage flux with a generic phase £ is the sum of leakage flux and the air-gap
linkage flux.

Py = Psax + Qs k=123. (1.39)
Pri = Prax T Prx k=123. (1.40)

The application of the transformation (1.11) to the equations (1.39) and (1.40) permits
to obtain the following relationships:

Pso = Psao + Psro (1.41)
Ps = Psq + Pgr (1.42)
Pro = Prao + Prro (1.43)
Pr = Pra + Ppr - (1.44)

The leakage coefficient L,; describe the relationship between current and linkage flux
with phase £.

Psar = Lsq It k=123. (1.45)

The introduction of the leakage coefficient L, permits to express the (1.41) - (1.45) as:

Psao = L igo (1.46)
0o, =Lg, I (1.47)
Prao = Lra iro (1.48)
Prg = Loy Ip- (1.49)

Furthermore the application of transformation (1.11) to equations (1.31) and (1.32)
determine the following relations:
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2Lu,t N —
Psro = ——L25 % [ ] (1.50)
3x
_ Lu, 7N, —
Py =0 s s (1.51)
T
2Lu, t N —
Prro = _#me[h;;] (1.52)
3rx
_ LutN, —
B =% k. (1.53)

E. Determination of the Electromagnetic Torque

The electromagnetic torque in electric machines can be determined by means of an
energy balance.
_ 0’7 Wn; (lk 4 Hm)

1.54
on o0, (1.54)

where T, is the torque, 6, is the mechanical angle, and W, is the magnetic co-energy.

When the motor is not in magnetic saturation the magnetic co-energy is equal to magnetic

energy.
T, = M (1.55)
o0,
The angle €, is related to @ with a simple relationship:
0=pb, (1.56)
ow, (i,,0)
T, =p—2rt— 1.57
m =P 59 (1.57)

The initial hypothesis permits to consider the magnetic energy connected to leakage
fluxes invariant with angular position 8. Therefore to determine the torque is sufficient to
consider the magnetic energy in the air-gap.

T, =p%§’"9)- (1.58)

Equation (1.23) describes the magnetic field in the air-gap as sum of the contribution
of stator and rotor magnetic fields.

he(05,6)= S R (s, + By, 7% )e % | (1.59)

podd.

Therefore the torque can be expressed as:
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2z
1
W, = pSL [ —py b (05.1)-do (1.60)
5 2 Vs
1 7 PN
W,=—p,pSLt Y hy hy (1.61)
2 podd.
1 —q 2
W,y ==ty pSLT Y || (1.62)
2 podd.
where
h, +hy, e’ =hy, (1.63)
hy,e’?’ =hy . (1.64)
The torque produced by an induction motor can be rewritten as:
Tem=,u0p25L2'Zp[Espj}TRpe“’G] ) (1.65)

podd

Equation (1.65) describes the torque by means of the magnetic field produced by stator
and rotor windings, but it can be also related to the currents present in machine.

T, =H,p° 5LT[ES1 Jhp e’ +3hg - jhy e’ ] . (1.66)
where

hs, = 237;\;5}7 i (1.67)

Iy = 23”]\;1) iy (1.68)

hs, =—27]j§piso (1.69)

Py =—27][V§pim : (1.70)

If the machine winding are star connected the common mode current is equal to zero,
and if the rotor is short-circuited, new relationships can be written.

The introduction of self-inductance coefficients and mutual inductance coefficient
permits to express the relationships generally used in the control of electric drives.

3Lu,v N:

s =5 3 —— (1.71)
T-6p p
3Lu,r N2

oy = — —% (1.72)
2r°0p p
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1.4

whereas the machine equations in d-g plane can be expressed as:

18

_3Luyt NgN,

P 2x*sp p’
Ly =Ly, + Lg,
LRIZLRd+LRR1'

Finally the expression of torque can be found as follows.

T, :%le [l_s 'leR e’ ]

Machine Equations

In this section the machine equations of induction motor are summarized.
The common mode equations are given by:

d
Vg = R igy + 3;0

do
Vio = Ry ipg + d:O

®so = Lgg Iso + Psro
Pro = Lggiro + Prro

hry =~ Liso +N—iRO e’
27O p 270 p

R _ TS -j30
hyy = hrye

2Lu,t N —
Dsro =~ 3072_ > me[hrsa]
2L u,t N
Prro = i £ me[hrﬁ]
3z

- do.
Py =Ry i +05

dt

(1.73)

(1.74)

(1.74)

(1.75)

(1.76)

(1.77)
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_ _LuytN

Qo =———— ETSI
I N (1.77)
_ T —
Prr = /107[ . hrli
Finally (1.75) defines the torque delivered to the load.

1.5 From Machine Equations to the Vector Control of an Induction
Machine

Taking (1.76) and (1.77) into account it is possible to show how the most important
machine quantities are connected to the rotor flux.
The p-th rotor flux can be express as:

Prp = Py €’ (1.78)

and its derivative is given by:

daRp dpr iB iB
—F =—" ¢+, e’ 1.79
df dt .] rp pr ( )
where
ap
d; = @y, - (1.80)

The relationships among the machine quantities and the rotor flux are resumed in the
following equations.

iy =—RLRK dZR}j(wR wR)}e"ﬁ (1.81)
i :ML[( Or +;—2%J+j(;—iw,e q)Rﬂem e’’ (1.82)
i =2”35%K 0o+ ’; %]Jrj(; o4 ¢>Rﬂefﬁ (1.83)
T, =§p%%- (1.84)

Therefore the rotor and the stator current, the torque and the magnetic field in the air-
gap are strongly connected to the rotor flux. This result suggests the operating principle of
the vector control i.e. the control of the rotor flux.

By substituting (1.84) in (1.81) — (1.83) a new set of equations can be obtained.
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Fig 1.8 basic scheme for induction motor drive

_ d T _
iy =— L dor + 2 T, e’ (1.85)
R, dt 3p @,

_ L T . )

= g, 4L @Pe |, I | T (1.86)
M, R, dt 3p Pr

_ L T ;

R n Py e | P (1.87)
2x6pM, R, dt 3p 7 o

The decomposition of (1.86) in real and imaginary parts discloses that the d-
component of the stator current controls the rotor flux (1.88) whereas the g-component
controls the machine torque (1.89).

. 1 Ly, do,
i, =— +——0 1.88
Sd M1[¢R R, di ( )
T
i, =L ELRl o, (1.89)
M, 3 (A

The figure 1.8 describe the scheme for a vector control.

1.6 Conclusions

In this chapter the mathematical model of the induction motor has been presented. The
hypothesis of study has been discussed and analyzed. The introduced equations will be
used in the next chapters, and in particular, they have an important role in the description
of electric drives that will be presented in Chapter 3 and Chapter 4.

The proposed approach uses the space vector representation. Three-phase electric
drives take advantage from the introduction of this powerful tool. In the second part of the
dissertation will be shown that this approach can be extended to multi-phase drives.
Furthermore it will be shown that the three-phase machines can be considered a particular
case of multi-phase machines.
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1.7
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(Chapter

Three-Phase Inverter

Abstract

This chapter is a brief state of the art on three phase inverter where the basic structure
and technology of DC-AC converters are presented. An ample part is dedicated to the
modulation strategies and to their degree of freedom, and prominence is given to the
passage from Pulse Width Modulation to Space Vector Modulation.

2.1 Introduction

Power electronics converters are a family of electrical circuits which convert electrical
energy from one level of voltage/current/frequency to another using semiconductors-
based electronics switches [1]. The essential characteristic of these type of circuits is that
this type of switch can operate only in two states. These states are called state ON and
state OFF. When an electronic component is state ON, it can be ideally considered like
short circuit whereas when the state is OFF the component behave likewise an open
circuit.

Figure 2.1 presents a simple categorization of power electronic converters in different
families according to their type of electrical conversion. This chapter is focus on DC/AC
energy conversion. The voltage fed inverter are analyzed and discussed by giving
prominence to different ways of their control.

DC

Fig. 2.1 Power converters classification
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ETE,
T <141 =t

Fig. 2.2 Three phase inverter scheme

2.2 Structure of a Three Phase Inverter

Voltage-fed converters, as the name indicate, receive DC voltage at one side and
convert it to AC voltage to the other side [2]. The AC voltage and frequency are a degree
of freedom of the system and they can be variable or constant depending on the
applications. In fact the general name “converter” is given because it can operate in
bidirectional way: the same circuit can work as an inverter as well as a rectifier.

An ideal inverter should have a stiff voltage source at the input, that is, its Thevenin
impedance should be zero. A large capacitor is usually connected at the input to realize a
stiff voltage source (Figure 2.2).

The voltage-fed inverters can be classified according to the number of legs in single-
phase inverters, H-bridge inverters, three-phase inverters and multi-phase inverters.
According to the structure of the converter is possible to distinguish belong multi-level
inverters, Z-inverters and others non-traditional converters.

Multi-phase inverter is the natural extension of a three-phase inverter when the number
of phases is higher than three. This type of converter has a great relevance in this
dissertation and to its description will be dedicated the entire chapter 6. However to
understand multi-phase drives and theirs numerous degrees of freedom is essential to
clearly comprehend three-phase drive.

Basically a three phase inverter is composed by 6 electronic components, every
component is composed by an electronic switch and a diode. There exist many
technologies developed over time that can perform in an inverter. The most common
technologies are IGBT (acronym of Insulated Gate Bipolar Transistor), MOSFET (Metal
Oxide Semiconductor Field Effect Transistor) and SiC (Silicon Carbide). Particular
attention should be given to this latest technology (SiC). Although it is very recent, it can
profoundly change the performance of the new generation of inverter[19] and [20].

2.3 Modulation Strategies

The process of switching the electronics devices in a power electronic converters from
one state to another is called modulation. There exists an infinite number of modulation
strategies due to the degrees of freedom offered by the problem. Parameters such as
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switching frequency, harmonic distortion, losses and speed of response are the typical
issues which must be considered when a modulation strategy is developed.
In reference to the figure 2.2 the following relationships can be write:

Vip =Vin tVio
Vo =Von +Vyy = Vig =V +Vy (K =1,2,3) 2.1)
V3o =Vin TV

If the equations in the set (2.1) are summed together a new relationship can be found:
Vip + Voo + V3 =V, +V,, +V; +3V,,. (2.2)
For a general ohmic-inductive balanced load with a active back electromotive force

created by an symmetric electrical machine the phase voltages can be expressed by (2.3)
and (2.4).

v, =Ri, + L%k+ek 2.3)

3 3

3 d )
kZ::,an = Razlk +Zek (2.4)

k=1 k=1

In a three phase load the sum of the line currents is identically zero likewise the sum of
the voltages of a symmetric electrical machine.

iik =0 = ivnk = iek =0 (2.5)
k=1 k=1

(2.6)

The common mode voltage of the inverter can be seen like the degree of freedom of
the system. The infinite values of common mode voltage characterize different
modulation strategies and according to their waveform the modulation strategies can be
classified in continuous and discontinuous modulations.

A. Space Vector Modulations

The study of three-phase Voltage Source Inverter (VSI) can take advantage of the
definition of space vectors and zero sequence component. The introduction of the
vectorial notation is extremely useful to understand the operating principle of a three-
phase inverter and it is deeply related to the model of a three-phase machine (as the
previous chapter showed)

For three given pole voltages Vi, V2o, V30 @ new set of variables Vo and V can be defined

by the following symmetrical linear transformations:

1 3
Vo == Vi 2.7)
3a
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3
V=" v, (2.8)
where

a, =e? (k=1,2,3). (2.9)

The real quantity v, calculated by (2.7) is the zero-sequence component of the pole
voltages, whereas the variables, usually called “space vectors”, are complex quantities
that can be directly related to the load phase voltages (2.10).

v
0 Load —
V=V, =——+V-a’
2
_ _VOLoad — 1 210
V, =V, = 5 +V-a (2.10)
v
0 Load 2
Vy =V, = 5 a

The quantityv, 1S the zero-sequence voltage of the load and for any type of

symmetrical load it is equal to zero in any instant. So (2.10) concludes that the voltage
space vector of the load is equal to the pole-voltage space vector of inverter (2.11).

VLoad = VkN . (21 1)
The goal of the modulation process is to determine how to control the inverter
switches, so that the mean values of the space vectors V over a switching period T, are
equal to the reference values V. .

This problem can be solved by calculating the duty-cycles my (k=1, 2, 3) of each
inverter branch as follows:

Vip = SIEDC
Vag =S Epc (2.12)
Vi = S3EDC

oF A
Ty, T

Fig. 2.3 Inverter leg state
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where Sy (k=1,2,3) describes the inverter leg state (fig. 2.3). Its values are 0 and 1.
The final relationships can be found by combining (2.12) and (2.11).

Vz%EDC(SIaO +S,a' +S3a2) (2.13)

Since the load common mode voltage is always zero, (2.13) implies that the load
voltages are not dependent on the common mode component of the inverter voltages; in
other words each set of voltages V,, v,and v,applied by the inverter has the same effect

on the load. Anyway, different sets of voltages may have different effects on the sources
or on the converter components. The zero sequence voltage Vj is a degree of freedom that
the designer can choose to improve the performance of the modulation strategy.

The equation (2.13) correlates the load phase voltage with the inverter leg state.

There are eight (namely 2°) possible configurations for a three-phase inverter,
depending on the states of the three switch commands S;, S; and S;. Six configurations
correspond to voltage vectors with non-null magnitudes. These vectors, usually referred
to as active vectors, are represented in Fig. 2.4. Beside each vector there is also its
configuration expressed in the form (S3,S,,51). Two configurations, i.e. (Ss3,52,51)=(0,0,0)
and (S3,52,51)=(1,1,1), lead to voltage vectors with null magnitudes, usually referred to as
zero vectors.

The Space Vector Modulation (SVM) selects two active vectors and applies each of
them to the load for a certain fraction of the switching period. Finally, the switching
period is completed by applying the zero vectors.

The active vectors and their duty-cycles are determined so that the mean value of the
output voltage vector in the switching period is equal to the desired voltage vector.

The best choice for the active vectors is given by the two vectors delimiting the sector
in which the reference voltage vector lies. The concept of sector is one of the most
important ideas that the space vector modulation introduced and differentiates this type of
modulation from the Pulse Width Modulation (PWM). Since two consecutive vectors
differ only in the state of one switch, this choice allows ordering the active and the zero
vectors so as to minimize the number of switch commutations in a switching period.

For example, if the desired voltage vector lies in sector 1, as shown in Fig. 3, the two

aA
v, (0,1,0) VACARY)

V, (0,0,1)

V,4(1,1,0)

V,(1,00) V,(1,0,1)

Fig. 2.4 - Voltage vectors used in SVM technique, represented in d-q reference frame.
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w®

Fig. 2.5 - Decomposition of the reference vector on the reciprocal vectors and calculation of the duty-cycles
(contra variant components) in the three-phase case.

adjacent voltage vectors are V, and V,, whose configurations (0,0,1) and (0,1,1) differ in

only one bit. After the active vectors have been chosen, the requested voltage can be
expressed as a linear combination of them as follows:

Vg =0V, +9,V, (2.14)

where 0, and 0, are the duty-cycles of V, and V, in the switching period.

The explicit expressions of 6 | and 6, can be easily calculated evaluating the following
dot products:

8 =V W (2.15)
S, =V W (2.16)
where

W' =——=—\y - 2.17

Vv, E, (71 72) ( )

) j\71 B 1 - _

W =——=—\y, - 2.18

v, jv. E, (7/2 73) ( )

Once 9; and 9, have been calculated, the designer can still choose in which proportion
the two zero vectors are used to fill the switching period.

It is worth noting that (2.15)-(2.18) have an interesting graphical meaning, which is
shown in Fig. 2.5. The duty-cycles 8; and 6, can be interpreted as the projections of V

on the new vectors W and W' that form a non-orthogonal vector basis. This result is
well-known in tensor analysis, where the duty-cycles 6, and 9, are usually referred to as

contra-variant components of V., and W and W' are referred to as reciprocal

ref »

vectors.[3].
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B. Duty Cycle Space Vector Modulation

The Duty Cycle Space Vector (DCSV) is based on the representation of the duty
cycles of the inverter legs with space vectors. In this case, likewise SVM, the goal is to
feed the load with a voltage which have the same mean value in a switching period of the
voltage reference vector.

Equation (2.13) suggests the possibility to introduce the concept of a new space vector
as follows:

Epc (S0’ +S,a' +S,02) = V=Ey S (2.19)

S = (Slao +S,a' + S3a2) (2.20)

where S can assume seven value. The voltage reference can be written as the mean value
of the inverter voltage vector.

1 Tsw E Tsw_

Vg =— [vdt = V=" [Sdt (2.21)
sw 0 TSW 0

V, =Ep. m. (2.22)

The quantity m is the duty cycle space vector and it can be related to the inverter state

with simple equations:

m:TL j Sdt (2.23)
sw 0
ng(mlao +m,a +m3a2) (2.24)
]
m, :T— J.Sldt
sw 0
1
m, =— [s,dt (2.25)
sw 0
1
m3 :ﬂ '([S3dt

Vv
Vo, =E,,M = m= E“’f . (2.26)
DC

The following equations are the direct and inverse transformation to determine the
elements of the duty cycle Clarke’s transformation.
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Table I - Definition of the Zero Sequence Voltage for Some Modulation
Strategies
SPWM Mo, spwm =1/2
. vh,ref —nh
’ k=1,..M| E
DC
. vh,ref —nh
DPWMMAX mO,DPWMMAX = 1_ kTIII{A E * ak h = 1,2,3
o DC
VO,DPWMIN + VO,DPWMAX
SVPWM My svpwm = )
v,
m] — mo + ref .ao
Epc
v,
m, =m, +——¢' (2.27)
Epc
vV,
m, =m, +——. o>
DC
— 0
m, =m,
m,=m,+m-a' (2.28)
2
m; =m,

Equations (2.28) show that a modification of m,determines a “rigid translation” of the

modulating signals, but it does not change the application time of the active inverter
configurations. The quantity m, is a real degree of freedom and its adjustment affect the

time division between the null-configurations.

The degree of freedom of SVM, i.e. the possibility of dividing the duty cycle of the
zero vector arbitrarily between two null-configurations corresponds to the degree of
freedom of the DCSV strategy, which allows to translate the modulating signals. Hence it
is possible to conclude that SVM and DCSV are completely equivalent.

C. Continuous Modulation

The DCSV modulation is a useful tool to analyze different type of modulation
presented in literature [4]-[6]. These modulation strategies differ from each other by the
different use of the null-configurations. In [4]-[6] are presented many types of
modulation are presented. They are characterized by different type of common mode duty
cycle m, and are resumed in table 1.

In the continuous PWM (CPWM) methods, the modulation waves are always within
the triangle peak boundaries and within every carrier cycle triangle and modulation waves
intersect, and, therefore, on and off switchings occur (Fig 2.6-2.9).
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Fig 2.7- 2.8 DPWMMIN and DPWMMAX modulating signal of phase 1 and zero-sequence duty cycle

In the discontinuous PWM (DPWM) methods, the modulation wave of a phase has at
least one segment which is clamped to the positive or negative dc rail for at most a total
of 120: Therefore, within such intervals the corresponding inverter leg discontinues
modulation. Since no modulation implies no switching losses, the switching loss
characteristics of CPWM and DPWM methods are different. Detailed studies indicated
the waveform quality and linearity characteristics are also significantly different.
Therefore, this classification aids in distinguishing the differences.

The modulation strategy referred to as SPWM is the traditional sinusoidal PWM, and
its zero sequence duty cycle is always % (Fig 2.6).

The SPWM method is the simplest modulation with limited voltage linearity range and
poor waveform quality in the high-modulation range. [7]

The zero sequence voltage of DPWMMIN is selected so that the minimum duty-cycle
among m;, My, Ms is always zero, whereas the maximum duty-cycle of DPWMMAX is
always 1. As a consequence, when these strategies are used, in every switching period
there is an inverter branch that does not commutate (Fig 2.7, 2.8).

Note that the DPWMMAX and DPWMMIN methods have nonuniform thermal stress
on the switching devices and in DPWMMAX the upper devices have higher conduction
losses than the lower ones, while in DPWMMIN the opposite is true [7].

The use of these last two modulation techniques reduces the commutation losses of the
inverter but they increase the ripple of load line current. These results further demonstrate
the influence of common mode voltage on the inverter behavior.

The strategy SVPWM is often referred to as "symmetric modulation". In this case the

A/

Oaer=dy

Fig 2.6 PWM modulating signal of phase 1 and zero-sequence duty cycle
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Fig 2.9 2.10 THIPWM1/6 and THIPWM1/4 modulating signal of phase 1 and zero-sequence duty
cycle

signal Mg can be calculate on basis of to the average value of the values of my obtained
for DPWMMAX and DPWMMIN.

SVPWM uses in any commutation period both the switching configurations (0, 0, 0)
(1, 1, 1) to generate the zero vector. The name SVPWM is caused by symmetric
distribution of space vector in reference to the middle period T, /2.

Due to the simplicity of algebraically defining their zero-sequence signals, THIPWM
(Fig 2.10, 2.11) modulators have been frequently discussed in the literature. The zero-
sequence signal is m, =[V,, /(4E,c )|cosBat) for THIPWMI/6 [8], and

m, =V, /(4Epc )]cos(3at) for THIPWM1/4 [9].

In the past, both methods suffered from implementation complexity determined by the
utilization of trigonometric identities. Nowadays this problem is outdated due to Digital
Signal Processor (DSP) of new generation.

Although the THIPWM1/4 has theoretically minimum harmonic distortion, it is only
slightly better than SVPWM and has narrower voltage linearity range [10], [11], [12].
With their performance being inferior to SVPWM and implementation complexity
significantly higher, both THIPWM methods have academic and historical value, but
little practical importance.

Dcocdx

m1

Fig 2.11 SVPWM modulating signal of phase 1 and zero-sequence duty cycle
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Fig 2.12 DPWMO modulating signal of phase 1 and  Fig 2.13 DPWMI1 modulating signal of phase 1
zero-sequence duty cycle and zero-sequence duty cycle
' L . ﬂi‘ﬂi"l.‘ l .
Fig 2.14 DPWM2 modulating signal of phase 1 and  Fig 2.15 DPWM3 modulating signal of phase 1
zero-sequence duty cycle and zero-sequence duty cycle

D. Discontinuous Modulations

DPWMO [13], [14], DPWMI1 [15], [16], and DPWM2 [13], [17] are three special cases
of a generalized DPWM (GDPWM) method [19] (Fig 2.12-2.15).

The discontinuous modulation strategies avoid the commutation in a inverter branch,
as the previous techniques DPWMMIN and DPWMMAX, but they change the null-
configuration (0, 0, 0) or (1, 1, 1) according to the position of the vector voltage
reference.

The positioning of reference vector in sector influence the modulation behavior.

In Figure 2.16 - 2.28 are illustrated this concept for discontinuous modulation
technique present in literature.

2.4 Conclusions

In this chapter a brief state of the art of three phase inverter is presented. The most
important modulation strategies are illustrated.

The choice of the modulation technique can influence the current ripple, inverter
efficiency, maximum modulation index and the over-modulation behavior.

the choice of modulation technique is therefore very important, because it influence
the converter design and so the entire drive.

33



Chapter 2

gA
v, (0,1,0) v, 0,11
2
i 2 11— N o
v ; N ¥ {ang) NV (o01)
¥, {1,1,0) ) -
' d d
4 6
5 /
v, (10,0} v, (L02) v, (100} v 1.0}

Fig 2.14 Zero-state partitioning DPWMMIN

Fig 2.15 Zero-state partitioning DPWMMIN

ak qaA
Vi 10,1,0) v, 10.11) v (0,10) v, 0:1.1)
2 2
J 3 I 1N
v, : X ¥ 041} g A {0,0,1)
VellL0) 4 ) > V4 (11,0) ; -
; d d
4 6 4 6
¥; {1.0.0) v, 118,11 v, (100} Vg i.0.1)
Fig 2.16 Zero-state partitioning DPWMO Fig 2.16 Zero-state partitioning DPWM1
aA ah
v, (0,10} v, {0.1.1) y; (0,10) v, 101,1)
2
= - 3 1 N\
¥y {1,1,0} Vi (1,1,0) v (0,0,1) N
d
4 6
-_\L ’ 5 4
Eﬁ {1,0.0) ijg {L0.1) a:' 11,0,0) ] - Gﬂ (1,0,1)

Fig 2.16 Zero-state partitioning DPWM?2

2.5 References

[1]  D. G. Holmes and T. A. Lipo, Pulse Width Modulation for Power Converters. New York: Wiley,

2003.

Fig 2.16 Zero-state partitioning DPWM3

[2] Bimal K. Bose, Modern Power Electronics and AC drives. Upper Saddle River, New Jersey

:Prentice Hall PTR 2002

[31 K. F. Riley, M. P. Hobson, and S. J. Bence, Mathematical Methods for Physics and Engineering,
2nd ed. Cambridge, U.K.: Cambridge Univ. Press.

[4] D. Casadei, G. Serra, A. Tani, L. Zarri, “Matrix converter modulation strategies: a new general

34

approach based on space-vector representation of the switch state,” IEEE Trans. on Ind. Electron.,
vol. 49, no. 2, pp. 370-381, April 2002.



Three Phase Inverter

(3]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

C. Rossi, G. Serra, A. Tani, L. Zarri, “Cascaded multilevel inverter modulation strategies: a novel
solution based on Duty-Cycle Space Vector approach,” Proc. of ISIE, June 20-23, 2005, vol. II, pp.
733-738.

D. Casadei, G. Serra, A. Tani, L. Zarri, “Multi-phase inverter modulation strategies based on Duty-
Cycle Space Vector approach,” Ship Propulsion and Railway Traction Systems Conference, SPRTS,
Bologna (Italy), 4-6

H. M. Hava, R. J. Kerkman , T. A. Lipo, “Simple Analytical and Graphical Methods for Carrier-
Based PWM-VSI Drives” IEEE Trans. on Power. Electron., vol 14 No 1 pp 40-61, January 1999.

G. Buja and G. Indri, “Improvement of pulse width modulation techniques,” Archiv f'ur
Elektrotechnik, vol. 57, pp. 281-289, 1975.

S. R. Bowes and A. Midoun, “Suboptimal switching strategies for microprocessor controlled PWM
inverter drives,” Proc. Inst. Elect. Eng., vol. 132, pt. B, pp. 133-148, May 1985.

J. Holtz, “Pulsewidth modulation for electronic power conversion,” Proc. IEEE, vol. 8, pp. 1194—
1214, Aug. 1994

K. W. Kolar, H. Ertl, and F. C. Zach, “Minimization of the harmonic rms content of the mains
current of a PWM converter system based on the solution of an extreme value problem,” in ICHPC
Conf. Rec., Budapest, Hungary, 1990, pp. 234-243.

A. M. Hava, “Carrier based PWM-VSI drives in the overmodulation region,” Ph.D. dissertation,
Univ. Wisconsin, Madison, 1998.

J. W. Kolar, H. Ertl, and F. C. Zach, “Influence of the modulation method on the conduction and
switching losses of a PWM converter system,” IEEE Trans. Ind. Applicat., vol. 27, pp. 1063-1075,
Nov./Dec. 1991.

T. Kenjo, Power Electronics for the Microprocessor Age. Oxford, U.K.: Oxford Univ. Press, 1990.

J. Schrorner, “Bezugsspannung zur umrichtersteuerung,” in ETZ-b, Bd. 27, pp. 151-152, 1976.

M. Depenbrock, “Pulse width control of a 3-phase inverter with non-sinusoidal phase voltages,” in
IEEE-ISPC Conf. Rec., pp. 399403, 1977.

S. Ogasawara, H. Akagi, and A. Nabae, “A novel PWM scheme of voltage source inverter based on
space vector theory,” in European Power Electron. Conf. Rec., Aachen, Germany, 1989, pp. 1197-
1202.

A. M. Hava, R. J. Kerkman, and T. A. Lipo, “A high performance generalized discontinuous PWM
algorithm,” in IEEE-APEC Conf. Rec., Atlanta, GA, 1997, pp. 886-894.

Ozpineci, B.; Tolbert, L.M.; Islam, S.K.; Hasanuzzaman, M.,” Effects of silicon carbide (SiC) power
devices on HEV PWM inverter losses” in Industrial Electronics Society, 2001. IECON '01 Volume
2, 29 Nov.-2 Dec. 2001 Page(s):1061 - 1066 vol.2

Rabkowski, J.; Barlik, R.;, “Extreme high efficiency PV-power converters” in EPE 09 8-10 Sept.
2009 Page(s):1 - 13

35






(Chaper

Stator Flux VVector Control
of Induction Motor Drives
In the Field-Weakening
Region

Abstract

The control scheme of a speed-sensorless induction motor drive fed by a three phase
inverter is presented. The proposed scheme allows the motor to exploit the maximum
torque in the whole speed range, and shows a reduced dependence on the motor
parameters.

Furthermore, to validate the effectiveness of the presented algorithm it is assessed in
terms of performance and complexity and compared with two other algorithm presented
in literature.

The flexibility and the effectiveness of the Stator Flux Vector Control is also tested an
induction motor drive fed by a matrix converter. The experimental results confirm the

feasibility of this solution.

3.1 Introduction

When the induction motors are used for applications at high speed, it is desirable to
retain the maximum torque capability in the field weakening region. The torque capability
of an induction motor is limited by the maximum current and the maximum voltage that
the inverter can apply to the motor. Several papers were presented in order to achieve the
maximum torque capability of the machine over the whole field weakening region [1]—
[4]. According to these field weakening algorithms, the optimal flux value of the motor
should be updated by means of look-up tables or explicit expressions containing the
motor parameters and quantities such as the motor speed, the motor currents, the dc-link
voltage and the requested torque. However, the performance of these algorithms is strictly
related to the accuracy by which the parameters are known.
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A further problem is represented by the variable value of the leakage and magnetizing
inductances, to which the rotor-flux-oriented scheme is particularly sensitive [5]. In
addition, the drive performance in the high speed range may depend on the correct
determination of the base speed, which is function of the actual dc-link voltage and the
overload capability.

As a consequence, new methods to compensate the parameter variations and the
uncertainties of the models have been investigated. Among these, some adaptive schemes
have been proposed in order to provide a suitable estimation of the varying parameters
[6]-[8]. These methods provide good drive performance to the detriment of the
complexity of the control scheme and the tuning of the regulators.

For the reasons stated above, the stator-flux-oriented drive, more insensitive to
parameter variations than the rotor-flux-oriented one, has received an increasing attention
for field weakening applications [9]-[11]. In particular, [10] presents a robust method for
field weakening operation of DTC induction motor drives where the flux reference is
adjusted on the basis of the torque error behavior. In fact, a suitable method for robust
field weakening is to determine the optimal flux level using closed-loop schemes that
analyze the motor behavior, rather than look-up tables or explicit expressions containing
the motor parameters.

From this point of view, interesting contributions towards robust field weakening
strategies were proposed in [12], [13] for stator-flux-oriented induction motor drives and
in [14]-[18] for rotor-flux-oriented induction motor drives. According to these papers, the
flux is adjusted on the basis of the supply voltage requested by the regulators. If this
voltage is greater than the available one, the field weakening algorithm reduces the flux.
Furthermore, employing a suitable voltage control strategy allows the motor to exploit the
maximum torque in the whole speed range.

The traditional field-oriented control utilizes the stator current components as control
variables. The d-component of the stator current acts on the rotor flux, whereas the g-
component is proportional to the motor torque. As the control of the motor flux is
obtained indirectly by controlling the motor currents, the algorithm presented in [14] for
achieving the maximum torque is rather complex, requiring the tuning of several PI
regulators (two PI regulators are used for the current regulation, two PI regulators for the
field weakening and another one for the speed regulation). The stator-flux field oriented
control presented in [13], similarly, uses the same number of PI regulators. This makes
difficult to obtain an optimal motor behavior, especially for drives with low inertia.

In this chapter, a novel field weakening scheme for induction motor drives is presented
[19]. In the proposed rotor-flux-oriented control scheme the main control variables are the
stator flux components instead of the stator current components. This basic choice
simplifies the control scheme, exhibits a fast torque response and reduces the number of
PI regulators. In addition, the proposed scheme allows the motor to exploit the maximum
torque capability in the whole speed range.

In order to verified if the feasibility of the field weakening technique is confirmed,
simulations and experimental tests are presented. Furthermore a comparison between the
control schemes showed in [13], [14] and [19] offer the possibility to analyze three

38



SFVC of Induction Motor Drives in the Field-Weakening Region

control strategy in terms of number and type of regulators, complexity of implementation
and transient behavior.

For the comparison, the three control schemes have been implemented on the same
experimental platform, i.e. the same DSP, power inverter and induction motor, and use
the same basic functions, such as the voltage modulator.

Finally the control scheme illustrated in [22] for a speed-sensorless induction motor
drive fed by a matrix converter is presented. The experimental evidences permit to
conclude that the control algorithm is totally general and it is applicable to different
converter structures with the same effectiveness.

3.2 Machine Equations and Maximum Torqgue Capability

In the traditional Field Oriented Control for induction machines the main control
variables are the stator current components. In a reference frame synchronous with the
rotor flux vector, the d component of the stator current vector establishes the rotor flux
level, whereas the motor torque is proportional to the q component.

The behavior of the induction machine can be described in terms of space vectors by
the following equations written in a reference frame synchronous with the rotor flux. This
approach is described in Chapter 1, where the mathematical machine model was
presented.

_ iz
V=R +jop, + 0 3.1)
s T
_ - do
0=Ri + jlw-w, o + ik (3.2)
dt
@ =Li +Mi (3.3)
a}" :LrlTr +MITS (3'4)
3 - —
T==2pi.-jo,. (3-3)

where p is the pole pairs number, ® is the angular speed of the rotor flux vector, w,, is the
rotor angular speed in electric radians, and “-” denotes the scalar product.
Solving (3.3) and (3.4) with respect to i, and i,, and substituting in (3.2) and (3.5)

yields
RM)\_ [R _ dop
0=-—= +—+jlo-ow +—7 3.6
(GLSL, }DS {JL, 7 m)j|¢r dt 3.6)
3 M _
T=EPO_L IR (3.7)

where the parameter o is defined as follows:
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o=1- (3.8)

LL,

The reference frame orientation is chosen so that the d-axis has the direction of the
rotor flux vector. Hence (3.6) can be rewritten in terms of d and q components as follows:

oL do M
P2 b = 3.9
R dt @ L Pui (3-9)
R M
w— == . 3.10
( ), ol L, P, (3.10)

Also (3.7) can be rewritten as follows
3 M
T=—p——0,0, - (3.11)

As can be seen, these equations are quite similar to the corresponding equations of the
traditional field oriented control based on d-q stator current components. In fact the rotor
flux depends only on ¢, ,, whereas the motor torque is proportional to ¢, .

In steady-state operation, (3.1), (3.3) and (3.9) become

V,=R], + jop, (3.12)
¢sd :lesd (313)
¢, =0l (3.14)
M
=—q,,. 3.15
¢r L gosd ( )

s

These steady-state equations will be utilized for the analysis of the maximum torque
capability. In the high-speed range the motor performance is limited by the maximum
inverter voltage, the inverter current rating and the machine thermal rating.

The maximum voltage magnitude V., that the inverter can apply to the machine is
related to the dc-link voltage Epc and the modulation strategy. Using Space Vector
Modulation (SVM) the maximum magnitude of the stator voltage vector is

v - Lg . (3.16)

s, max \/g

The voltage limit and the current limit can be represented by the following

inequalities:
Vs = Vs,max (3 . 17)
is < Is max - (3.18)

Inequalities (3.17) and (3.18) sensibly influence the motor behavior, especially at high
speed. It is known that the operation of an induction motor can be divided into three
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speed ranges, namely the low speed range (region I), the constant-power speed range
(region IT) and the decreasing-power speed range (region III).

In region I, the current limit and the rated flux level determine the operating point
corresponding to the maximum torque.

The beginning of region II is defined as the voltage required to inject the maximum
current reaches V4. In region II, it is necessary to reduce the stator flux magnitude to
keep the back emf approximately constant. Therefore the operating point corresponding
to the maximum torque requires a rotor flux magnitude lower than the rated one, and the
magnitudes of the stator current vector and stator voltage vector are equal to the limit
values I uq and V4 respectively. As the torque is inversely proportional to the rotor
speed, the power delivered to the load is nearly constant.

Finally, in region III the available dc-link voltage is not sufficient to inject the
maximum current and the power delivered to the load decreases nearly proportionally
with the rotor speed.

It is evident that the maximum torque capability is a consequence of the voltage and
current limits.

In order to determine the operating point corresponding to the maximum torque, when
the stator voltage is equal to V., it is opportune to introduce the angle o between the
stator flux vector and the rotor flux vector, as follows:

Psd = Ps COS O (3.19)
Psq = Qs Sin L. (3.20)

Combining (3.11), (3.15), (3.19) and (3.20), it is possible to express the motor torque
as follows

3 M?
T==
4p0'L2L

N r

@l sin2a . (3.21)

At high speed, the voltage drop on the stator resistance is small and (3.12) can be
approximated as

Vi =00, . (3.22)

s, max

Combining (3.22) and (3.21) leads to the following expression of the torque in the high
speed region:

2

Mz vaax .

T % 37 ( ~ J sin2a . (3.23)
olL \ @

1

From (3.23) it is clear that, for any value of ®, the maximum torque is produced when
the stator flux and the rotor flux vectors are delayed by an angle of 45°, i.e. ¢, is equal

to ¢sd :

However, when the maximum torque is delivered to the load, the current could be
greater than ;.. In fact, according to (3.13) and (3.14), the stator current components
are related to the corresponding stator flux components.
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Since the magnitude of the stator current vector must not exceed the maximum current
I max, @ limitation strategy should be present to prevent the flux request ¢y, from
reaching too high values.

If isy 1s the d-component of the current corresponding to the flux ¢y, in order to
guarantee that the current limit (3.18) is satisfied, the absolute value of iy, cannot be
greater than the following value:

i =12 =i . (3.24)

sq,available s, max

As a consequence, due to (3.14), the flux component ¢, cannot be greater than the
following limit value:

Osq,available = GLS isq,available- (325)

In conclusion, the maximum torque compatible with the constraints (3.17) and (3.18)
is given in any operating condition by the following value of ¢y,

Dgmax = min{ Dsa > Py availavle } . (3.26)

This fundamental relationship will be used by the field weakening algorithm to
achieve the maximum torque operation.

A. Control Algorithm

The torque control block diagram, including the proposed field weakening strategy, is
shown in Fig. 3.1. It is worth noting that the subscript "reg" in Fig. 3.1 is used for the
output quantities of the regulators, whereas the subscript "ref" denotes the reference
signals at the input of the regulation loops.

The control scheme is implemented in a reference frame synchronous with the rotor
flux vector, as traditional field oriented controls. It is assumed that a suitable observer
estimates @, @, , and the angular frequency o of the rotor flux vector.

aximum
voltage
request

Limitation (d)
Ve P v '_i el
Stator Flux | *"? | /T s e Ve
—7| Regulator | NI e
s /

® Observer for
stator and i’

Limitation (f) rotor fluxes,
and angular
frequency @.

min

Limitation (c)

Fig 3.1 Block diagram of the torque control scheme, including the field weakening strategy.
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B. Torque Control

The motor torque is controlled by comparing the torque reference T,., with the
estimated torque 7. On the basis of the torque error, the PI regulator (a) produces a torque
request by adjusting the q-component of the stator flux, according to (3.11). Therefore, if
the reference torque is higher than the actual torque, the PI regulator (a) tends to increase
the ¢ 4, otherwise it tends to decrease it.

C. Control of Stator and Rotor Fluxes

The rotor flux is controlled by adjusting the d-component of the stator flux, according
to (3.9).

In region I, the d-component of the stator flux is constant and has the rated value
Poaraea - At higher speeds, instead, it is reduced by the field weakening algorithm, as

described in section 3.4.

The stator flux regulator behaves as a proportional controller, with some additional
terms compensating the stator back-EMF and the voltage drop caused by the stator
resistance. The stator flux regulator equation can be expressed as follows:

— T .= (os,rqf - as
Vorg = Rot +j0p, +———— (3.27)
where 1/t represents the gain of the controller.
Combining (3.27) and (3.1), i.e. v, =v_,, , leads to the following equation, expressing
the dynamic behavior of the stator flux vector:
T—+Q, =P, - (3.28)

dt

According to (3.28), in order to obtain fast flux transients, and consequently a high
torque dynamic, it is necessary to adopt small values of 1.

The limitation block (d) ensures that the voltage reference satisfies the voltage
constraint (3.17), namely the voltage reference vector lies inside a circle with radius

Vs, max-

The behavior of the limitation block (d) is described by the following equation:

vﬁ' req lsf‘ VS req S VS,WLHX

Vs,ref = vs,req V o= V (329)
_ s,max lf‘ vs,req > s,max
vs req

According to (3.29), if the requested voltage is greater than V., the limitation block
(d) performs a proportional reduction of its magnitude, but preserves the angular phase.

Finally, the reference voltage vector in the stator reference frame is calculated by
means of the operator e/’ , where 0 is the phase angle of the rotor flux vector with
respect to the stationary reference frame.
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Anti-windup
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Fig 3.3 Block diagram of the field weakening controller based on the saturation of the voltage regulator.

D. Maximum Torque Capability

In order to guarantee the maximum torque capability, the flux request has to be lower
than @y, mex given by (3.26). This task is performed by the limitation block (b), shown in
details in Fig. 3.2. At low speed this block does not limit ¢y for usual overload
conditions.

It is interesting to note that, at high speed, the limitation block (b) prevents instability
phenomena by limiting the torque reference (i.e. @,y to values lower than the maximum
achievable torque, according to (3.26). In fact, without the limitation block (b), an
excessive torque request causes an increase of the requested voltage, which in turn yields
to a reduction of ¢y and the produced torque. This behavior leads to a progressive
reduction of the stator flux until the motor stops.

E. Field Weakening Algorithm

Several field weakening strategies are possible for induction motor drives, as reported
in the introduction. However, the best results are obtained using closed-loop controllers
based on the principle of reducing the flux reference as soon as the voltage request
becomes greater than the available voltage. The algorithms presented in [13] and [14] are
based on the same principle. They are described in section 3.6, where they are compared
with the control strategy illustrated in [19].

This principle can be implemented according to the block diagram shown in Fig. 3.3.

As can be seen, the stator flux regulator compares the flux reference with the
corresponding estimated value and establishes the voltage that has to be applied to the
motor. When the motor operating point is very close to the field weakening region, the
voltage request may become greater than the limit voltage V... A negative difference

Psqrer AN
(Psq,max Fr ==
N
/
(psq,req
-7 _(psq,max

Fig. 3.2 Limitation block (b) for the g-component of the stator flux vector.
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between the limit voltage and the amplitude v; ., of the requested voltage means that the
back-emf is too high and the flux level should be reduced. This task is performed by the
PI regulator (e), that integrates the difference V,

omar — Vsres - 11 this difference is negative,
the flux request decreases; otherwise, the flux level increases up to the rated value defined
in the limitation block (f). Fig. 3.4 shows the behavior of the limitation block (f) in
details, where @y areq and @sqmin are the rated and the minimum admissible value of the d-
component of the stator flux, respectively.

It is worth noting that in the field weakening region, owing to the integral part of the
regulator (e), the amplitude of the voltage request tends to equal the limit voltage. From
this point of view, the field weakening control scheme is very similar to an anti-windup
scheme preventing a voltage request greater than the available voltage.

Although the scheme of Fig. 3.3 allows the motor to fully utilize the supply voltage, it
has an inherent drawback related to the fact that fast variations of the torque demand in
region II and III lead to undesired flux transients, that delay the torque response. In fact
this scheme is based on selecting ¢y ,r so that the voltage required to produce the
demanded torque satisfies the voltage limit. For example, when a torque variation is
required in region II or III, the control system, as a consequence of the corresponding
variation of the requested voltage, changes ¢4 .5 thus causing undesired transients.

To avoid this problems, the scheme of Fig. 3.3 should be modified in order to change
the basic principle for the selection of the flux level. In particular, the flux level should be
always set to the value required to generate the maximum achievable torque at any
operating speed. In this way any demand of torque variations within the admissible values
is achieved without changing ¢y but only ¢, This new field weakening strategy is
implemented as shown in Fig. 3.1.

For a given value of the d-component of the stator flux, and consequently of the rotor
flux, the maximum torque is achieved when @y o = £@s max- Taking this equation into

account, the voltage required to generate the maximum torque can be determined from
(3.27) as follows:

¢sd,re/' - ¢sd
T

Vsd,max req = Rs l‘sd - a)max (Sign ¢sq )‘psq,mwc + (330)

(Dsq,rcff - ¢xq
- .

=Ryl pax + @ @yg + (3.31)

Vsq,max req

where 15q,max 1S defined as follows:

Psd rer A

N
(psd grated = = = = =
|
!
(Psd;,min :
L

§ /
(\Dxd;,min (P_yd rated (psd req

y/

Fig. 3.4 Limitation block (f) for the d-component of the stator flux vector.
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(Dsq max
=— 3.32
sq,max O'LS ( )

and omax is the corresponding angular frequency of the rotor flux, expressed by

. R S max_ N
a)mﬂ:a)+(s1gngosq) r P |(0q|‘

3.33
O-L gpsd ( )

r

It is worth noting that in practical applications it is possible to approximate @, with
o and therefore the knowledge of the rotor parameters are not necessary.

The main advantage of the proposed field weakening scheme is the independence of
the base speed and a fast torque response in the field weakening region.

3.3 Flux and Torque Observers

A. Flux Observer

The aim of the flux observer is the determination of stator flux and phase angle of the
rotor flux, which are necessary for the field oriented control of the induction machine.
The flux observer operates in the stator reference frame. In the following the subscript “s”
will be used to identify quantities expressed in the stator reference frame.

The stator flux is determined integrating the stator voltage:

o: = [ - R Jar . (3.34)

The rotor flux can be estimated as follows

5 =g —aLiv). (3.35)

The phase angle 0 of the rotor flux vector, necessary for the field oriented control, can
be derived from (3.35) as follows

O=argp’ = arg((/_)j - O'Ljs“) : (3.36)

It is evident from (3.34) that the estimation of the stator flux vector can be affected by
stator resistance mismatch, sensor offsets and the inverter non-linearity (inverter dead-
times, voltage drop on the conducting switches, etc.). However, at high speed, and hence
in the field weakening region, the estimation error is lower than that at low speed,
because the input voltage becomes the most relevant term in the second member of
(3.34).

The estimation error on the phase angle 6 depends on the stator flux estimation error,
the mismatch on the leakage inductance ol and the offset of the current sensors. The
leakage inductance shows moderate variations with the stator currents and it will be
assumed practically constant.

In conclusion, the stator flux observer depends only on two machine parameters,
namely R; and 6L, but the effects of this dependence can be considered negligible in the
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high speed range. On the contrary, in order to obtain good performance at low speed, it is
preferable to adopt a closed-loop flux estimator, that could reduce the effect of parameter
mismatch and sensor offsets [4], [20] and [21].

B. Estimation of the Angular Frequency of the Rotor Flux Vector

The angular frequency ® needed in (3.27) and (3.33) is obtained by means of the

following equation:
a):(i i ]]( il J (3.37)
dt |o, P,
The angular frequency o is insensitive to disturbance and noise that usually affect the

stator flux and the stator currents, owing to the filtering action applied to the rotor flux.
When this action is not adequate, an additional low-pass filter can be applied to (3.37).

C. Torque Estimation

The torque can be estimated from the measurements of the stator current and the
estimation of the stator flux, as follows:

T=%p(fs j®.) (3.38)

As can be seen, the torque estimation does not require explicitly any motor parameters,
excepts the pole pairs.

3.4  Simulations and Experimental Results

Preliminarily, some numerical simulations have been carried out to confirm the
effectiveness of the field weakening strategy. The motor parameters are reported in Tab.
I, and the load is supposed to be only inertial.

TABLE [ - MOTOR PARAMETERS

Powd = 4 kW R, = 045 Q
Lwed = 16 Ams R = 044 Q
Vs, rated 110 Vrms Ls‘ = 56 mH
Wy = 2750 radls L, = 56 mH
J = 0.03 Kgm* M = 53 mH
Jiot = 022 Kgm®* p = 2

Fig. 3.5 shows the motor behavior in response to a 25 Nm step command of the motor
torque (the figure does not include the end of the transient). Vertical dash-dotted lines
delimit the three regions of operation of the induction motor. Initially, the torque
delivered to the load is zero, the motor is at standstill and the stator flux corresponds to
the rated value. As the torque command is applied, the motor starts up. The g-component
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of the stator flux requested by the PI regulator (a) is limited by the value @y max
corresponding to a stator current equal to g y .

AsS 500N a8 Vg max req T€aches the voltage limit, the field weakening algorithm decreases
the d-component of the stator flux. As a consequence of the reduction of the magnetizing
current, the g-component of the stator current, proportional to @ ., Increases, making it
possible to keep the stator current equal to the limit current in region II. As soon as the
motor enters in region III, the current decreases and the maximum value of @y s 1S set
equal to Qg e

Fig. 3.6 shows the motor behavior after a torque reduction from 25 Nm to 5 Nm in
region II. As can be seen, immediately after the torque decreases, the voltage delivered to
the loads is lower than V..., but this voltage margin does not cause the increase of ¢y, In
fact, the motor continues accelerating and ¢,; decreases without unwanted transients. This
behavior could not be achieved without changing the basic scheme of the field weakening
strategy of Fig.3.3 as proposed in Fig. 3.1.

A complete drive system has been realized to verify the feasibility of the proposed
control scheme. The experimental set-up consists of an IGBT inverter and a 4 kW, 4-pole
squirrel cage induction motor. The motor parameters are the same ones reported in Tab. 1.
The test motor is coupled to a separately excited DC machine, 18.4 kW, 3000 rpm. The
control algorithm is implemented on a Digital Signal Processor (DSP) TMS320C28. The
cycle period of the control scheme, including the field weakening algorithm, is 100 ps.

Some tests have been carried out to investigate the drive performance in the field
weakening region. In order to limit the test bench speed to safe values, the motor has been
fed with a reduced voltage, i.e. 50% of the rated voltage, so leading to a rated speed of
about 700 rpm.
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Fig. 3.5 Computer simulation. Starting transient from 0% up to 700% of the base speed after a torque step
of 25 Nm. Main motor quantities. 1) Torque reference. 2) Estimated torque. 3) Qg rer: 4) Psgrer- 5) Vimax 6)

Vx, max req+
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Fig. 3.6 Computer simulation. Torque reduction from 25 Nm to 5 Nm in region II during an acceleration
transient. Main motor quantities. 1) Torque reference 2) Estimated torque. 3) Qsqrer 4) Qsgrer- 5) Vi max- 6)
Vsmax reg- 0) Vs. 7) Stator current. 8) Motor speed.

Fig. 3.7 shows the motor behavior during a transient from 0% up to 700% of the rated
speed (the figure does not include the end of the transient) after a torque step of 20 Nm.
As can be seen, the motor behaves as expected, namely the current is constant in region II
and decreases in region III. The experimental results are in good agreement with the
computer simulations shown in Fig. 3.5. In particular ¢, .., constant in region I, slightly
increases in region I, keeping the stator current equal to the limit value.

Some tests were carried out to assess the dynamic performance of the motor drive. In
Fig. 3.8, the motor behavior in region I during a 20 Nm torque reversal is shown. As can
be seen, the motor behavior is not affected by the field weakening algorithm and a torque
dynamic is achieved.

Fig.3.9 shows the motor behavior in region II during a fast variation of the torque
command form 20 Nm to 5 Nm during an acceleration transient. As can be seen, the

Region I Region I Region 111

: 1s/div
© (1s/div)
© NORM;1kS/s

Fig. 3.7 Experimental test. Starting transient from 0% up to 700% of the base speed. Main motor quantities.
1) Estimated torque (20 Nm/div). 2) @gq.er (0.2 Wb/div). 3) @g.r (0.2 Wb/div). (4) Stator current (20
A/div).
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Fig. 3.8 Experimental test. Torque reversal from 20 Nm to -20 Nm starting from 70% of the base speed. 1)
Estimated torque (20 Nm/div). 2) Speed (700 rpm/div). 3) ¢y, (0.2 Wb/div). 4) Stator current (20A/div).
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Fig. 3.9 Experimental test. Torque variation in region II from 20 Nm to 5 Nm during an acceleration
transient. Main motor quantities. 1) Estimated torque (20 Nm/div). 1”) Torque command (20 Nm/div). 2)
Qs rer(0.2 WH/div). 3) @yq,0¢(0.20 Wb/div). 4) Stator current (20A/div).

Region Il , Region II, Region |
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Fig. 3.10 Experimental test. Deceleration transient from 600% to 80% of the base speed. Main motor
quantities. 1) Estimated torque (20 Nm/div). 2) ¢si.er (0.2 Wb/div). 3) ¢4,:(0.2 Wb/div). 4) Stator
current (20A/div).

behavior of the motor is similar to that of Fig. 3.6, namely ¢4, is not affected by the
torque transient. In response to the torque variation only ¢, s changes and consequently
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the stator current amplitude shows a corresponding reduction. Finally, some tests have
been carried out to evaluate the capability of the control system to increase the flux
during a deceleration transient. Fig. 3.10 shows the motor behavior when the speed
decreases from about 600% to 80% of the base speed. The deceleration is obtained by
increasing the breaking torque generated by the DC machine operating as a load. It can be
verified that, as the speed decreases, the control algorithm increases smoothly the flux
reference @y s up to the rated value.

3.5 Field-Weakening Control Schemes for High-Speed Drives Based
on Induction Motors: a Comparison

According to verified the effectiveness of control algorithm presented three sensorless
control schemes for the operation of induction motors in the field-weakening region are
compared and assessed in terms of performance and complexity.

These three control schemes fully utilize the available inverter voltage and the
maximum inverter current for steady-state torque production at any speed, and thus
provide the maximum possible torque in the entire field weakening region. In addition, all
these control algorithms are insensitive to changes of the machine parameters and to
variations of the dc link voltage.

The performance of the three schemes seems quite alike but the operating principles of
the three control schemes are indeed different in terms of number and type of regulators,
complexity of implementation and transient behavior. It is rather difficult to assess the
performance of different control schemes, since they are often presented with reference to
different experimental set-up. For the comparison, the three control schemes have been
implemented on the same experimental platform, i.e. the same DSP, power inverter and
induction motor, and use the same basic functions, such as the voltage modulator. In this
way, it is possible to judge not only the performance of each solution, but also its
requirements in terms of computational burden, calibration complexity, parameter
requirements and operating stability.

3.6  Description of the Control Schemes

In this section three robust field weakening control schemes for induction motors are
compared.

The first one (scheme A) is suitable for a stator-flux oriented drive and its basic
principle was presented in [13], the second one (scheme B) and the third one (scheme C)
are rotor-flux oriented drives and their basic principles were presented in [14] and [18]
respectively.

These control scheme were selected because they are relatively recent and are based on
the common principle of analyzing the motor voltage to adjust the flux level.
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A. Control Scheme (A)

The block diagram of control scheme (A) is shown in Fig. 3.11. The control scheme is
implemented in a reference frame synchronous with the stator flux vector. The main
control variables are the stator flux magnitude ¢, and the q component of the stator
current ig,.

The speed is adjusted by PI regulator (a), that generates the request of torque-
producing current, iy, .,. The current reference is tracked in its turn by the PI regulator
(d). Due to the action of the saturation block (g), iy, is limited so that the stator current
magnitude cannot exceed I, in region I and II. In this case, the maximum value for
isq,rer depends on the current i,y used for the generation of the flux. The greater is iy, the
lower 1S iy mar. In region III PI regulator (e) further decreases iy mer until the angle
between the stator and rotor flux vectors is 45°, i.e., the maximum torque condition is
reached.

The stator flux command is generated by the PI regulator (b) on the basis of the
voltage request. If this request is greater than the available voltage, the field weakening
algorithm reduces the flux, otherwise the flux is increased, but not beyond its rated value.

Finally, the switch (s) can create a temporary voltage margin to enable a fast reaction
of the current controller, in order to improve the transient behavior. If the requested
voltage is greater than the available voltage, i.e., the flux is being decreased, the switch
(s) 1s closed and the angle 0; of the reference frame is modified by adding a small quantity
AB; proportional to the speed error. As a consequence, this small rotation of the reference
frame is applied to the stator voltage and has the effect to improve the torque production
to the detriment of the flux especially in the beginning of the speed transient

Although this last algorithm has the aim of improving the behavior of the motor during
the speed transients in the field weakening speed range, actually it is not essential for the
field weakening operation. Hence for the sake of simplicity the effects related to the
switch (s) have not been considered in this analysis
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Fig. 3.11 Block diagram of the control scheme (A).
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B. Control Scheme (B)

The block diagram of the control scheme (B) is shown in Fig. 3.12. The control
scheme is implemented in a reference frame synchronous with the rotor flux vector.

The motor currents, which are the main control variables, are adjusted by PI regulators
(c) and (d). The d component of the stator current is used to regulate the rotor flux,
whereas the q component is used to vary the motor torque.

To adjust the field level, the scheme uses the same method proposed in scheme (A),
namely the reference value for iy, is set by the PI regulator (b) on the basis of the voltage
request. If the voltage request is greater than the available voltage, the flux level is
reduced, otherwise it is increased to the rated value.

The speed is controlled by the regulator (a), that generates the reference value for isq.
The limitation block (g) ensures that the constraint on the stator current is satisfied in
region I and I, and also the exploitation of the maximum torque capability in region III.

In fact the output signal iy, ay of the limitation block (g) is equal to /1 fmax —iZ, in region I
and II, whereas in region III it is decreased until the absolute value of the vy, is equal to

s, max

V2

the maximum voltage is applied to the motor, the phase angle of the voltage vector in the

. As explained in section 3.2, this condition means that, under the assumption that

rotor-flux oriented reference frame is 90°+45°.

C. Control Scheme (C)

The block diagram of the control scheme (C) is shown in Fig. 3.13. In this rotor-flux-
oriented control scheme the main control variables are the stator flux components instead
of the stator current components. The scheme (C) corresponds to the same control
strategy described in sections 3.3 and 3.4 except for the fact that the input reference is a
speed instead of a torque.
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Fig. 3.12 Block diagram of the control scheme (B).

53



Chapter 3

%

s,req A

Anti-windup

11

PI(c)
- Limitation (i) |.[|[|-|
i «
sd 73 |
Back-en:_f eje' TN ol sVvM |K
V. . emememm—— - - compensation Ny —>
§,max I .
i» 1(e) A 4
+ - ) Observer for
stator and & )
L rotor fluxes,
|Vx d,req' Limitation (h) i o — Zod
I_ Anti-windup. frequency ® I

and motor
speed m,,

i
sq,req
m.ref 1(a)

Fig. 3.13 Block diagram of the control scheme (B).

3.7 Flux Observers

The control schemes (B) and (C) are implemented in a reference frame synchronous
with the rotor flux vector whereas scheme (A) is described in a reference frame
synchronous with the stator flux. Hence, the same flux observer, described in section 3.3,
is used for the schemes (B) and (C) whereas the scheme (A) uses a different solution.

to obtain good performance at low speed, all the schemes adopt a closed-loop flux
estimators, that could reduce the effect of parameter mismatch and sensor offsets.

A closed-loop estimator is based on the principle that feeding back the difference
between the measured output of the observed system and the estimated output, and
continuously correcting the model by the error signal, the error should be minimized. In
the case of a flux estimator, the motor flux cannot be directly measured, but the idea of
realizing a closed-loop system is still applicable if the difference between a signal
representing the steady-state value of the reference flux and the signal of the estimated
flux vector is used as feedback signal.

Let us denote with 6, and 6, the phase angle of @’ and ¢’ in the stator reference

frame. Hence, (3.34) is replaced for scheme (A) by the following equation:

TN ] |
ZS v R’ +G,(p,, ¢ -5 ) (3.39)

and for schemes (B) and (C) by the following equation:
das = xS —s —s
S =V SR HG, (@, -27). (3.40)

The quantities G, and G, in (3.39) and (3.40) are the gains of the flux observers. The
reference flux vector can be calculated for scheme (B) as

(Ers,ref = Misd,refejgr (341)
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and for scheme (C) as

.M |
Prrer = Pt rr” (3.42)

N

The performance of these observers at low speed is not equal. Furthermore they
require the knowledge of different motor parameters. Therefore it could seem unfair the
use of different observers for the comparison of three different control schemes.

These solutions have been adopted mainly for the sake of simplicity. Nevertheless, it is
opportune to recall that the purpose of this analysis is to compare the field-weakening
algorithms of the three control schemes and it is sufficient that the observers present
approximately the same behavior before entering the field weakening speed range. In fact,
at high speed, the integration of the voltage back-emf provides an estimation of the stator
flux vector that is sufficiently reliable for all the three observers, and the effect of the
feedback signal is less important.

3.8  Tuning of the Control Schemes

The three schemes presents a different complexity in terms of tuning of the regulators.
In total, scheme (A) requires 5 PI regulators (two PI regulators are used for the flux and
current control, one for the speed control and the other two for the robust field-weakening
algorithm), and if a fast torque response is needed, it is necessary to tune also the two
constant gains shown in block (m).

Scheme (B) requires 5 PI regulators (two PI regulators are used for the current control,
one for the speed control and the other two for the robust field-weakening algorithm).

Finally, scheme (C) requires two PI regulators (the first one for the speed control and
the second one for the robust field-weakening control), and two gain constants for the
flux regulator (7) and (8).

For the regulators of the inner loops, i.e., regulators (d) and (e) in scheme (A),
regulators (c) and (d) in scheme (B) and the stator flux regulators in scheme (C), some
simple design rules can be derived, generally based on zero-pole cancellations.

The tuning of the other regulators, instead, is more difficult, because the drive
dynamics depends on the motor inertia and on the field-weakening algorithm. So the
tuning of these regulators has been initially faced by means of numerical simulations, and
then it has been refined during the experimental tests by using a trial-and-error procedure.

3.9 Experimental Results

A complete drive system has been realized to verify the performances of the control
schemes. The experimental set-up is the same described in section 3.6. The sampling
period (coinciding with the switching period) is 100 us.

The parameters of the electric drive are shown in Table I and the rated speed is about
700 rpm.

It is important to note that the performance of each control scheme depends on many
factors that are not directly related to the field-weakening control scheme, such as the use

()]
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REGION 11 REGION I11

Fig. 3.14 Behaviour of the Scheme (A) during a speed step change from 0 to 700% of the base speed (500
ms/div). From top to bottom: angular speed (2000 rpm/div), stator flux (0.6 Wb/div), q component of the
stator current (10 A/div), motor current (20 A/div).

of fixed-point or floating-point math, the compensation for the inverter dead-time, or just
the skill of the programmer.

Therefore, the results stated in this Section should be considered with care, as a
particular case, which depends on the adopted experimental set-up.

A. Comparison of The Steady-State Behavior

From the analysis of the experimental tests, it is possible to note that the three control
schemes have practically the same performance in terms of speed response and field-
weakening speed range. Each of them have reached a maximum speed that is about seven
times the base speed (the maximum speed is practically imposed by the friction torque of
the inverter bench).

However, each control scheme has shown its own advantages and disadvantages, that
are presented hereafter.

Fig. 3.15 Behaviour of the Scheme (B) during a speed step change from 0 to 700% of the base speed (500
ms/div). From top to bottom: angular speed (2000 rpm/div), d component of the stator current (10 A/div),
q component of the stator current (20 A/div), phase current (20 A/div).

56



SFVC of Induction Motor Drives in the Field-Weakening Region

Figs. 3.14, 3.15 and 3.16 show the behavior of the three control schemes during a
speed step command up to 700% of the base speed. Each figure shows the speed response
(at the top) and the corresponding phase current waveform (at the bottom). The two
intermediate traces of each figure show the waveforms of the main control variables of
each control scheme, i.e., the stator flux and the current iy, for scheme (A), the stator
current components for scheme (B) and the stator flux components for scheme (C).

In Figs. 3.14, 3.15 and 3.16 the speed ranges of region II and region III are also
represented.

The main comments that can be done are as follows:

1. The speed responses of schemes (B) and (C) are quite similar, whereas the one of
scheme (A) shows some small oscillations in region III.

ii. The best quality of the motor current is obtained by scheme (B), since the stator
current components are the main control variables. The current quality can be
seen also during the transition from Region I to Region II and from Region II
to Region III.

iii. The best flux quality is obtained by scheme (C), since the stator flux components
are the main control variables

B. Tuning the Regulators and Robustness

As expected, the tuning of scheme (C) is simpler than that of other ones, whereas the
tuning of scheme (A) is more complex, especially for the flux regulators (b) and (c) of
Fig. 3.12, in order to avoid flux and torque oscillations during the transition from Region
II to Region III.

As far as the robustness against parameter uncertainties is concerned, the performance
of the three control schemes is affected mainly by mismatching of the leakage inductance

REGION 11 REGION I
|

Fig. 3.16- Behaviour of the Scheme (C) during a speed step change from 0 to 700% of the base speed (500
ms/div). From top to bottom: angular speed (2000 rpm/div), d component of the stator flux (0.25 Wb/div),
q component of the stator flux (0.25 Wb/div), phase current (20 A/div).
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Fig. 3.17 Behaviour of the Scheme (A) during a sequence of speed step changes from 0 to 300% of the base
speed (500 ms/div). From top to bottom: reference angular speed (2000 rpm/div), angular speed (2000
rpm/div), estimated torque (20 Nm/div), phase current (20 A/div).

oL, and of the stator resistance R,. The parameter 6L, is important for orientation of the
reference frame in schemes (B) and (C), that are rotor flux-oriented controls, whereas
scheme (A), which is a stator flux-oriented control, is sensitive mainly to R;.

A mismatching on R could reduce the torque in scheme (C), since the flux regulators
(3.30)-(3.31) do not include an integral term and present the feed-forward compensation
of the voltage drop on the stator resistance.

A mismatching on 6L, causes a reduction of the maximum torque that can be delivered
by all control schemes in Region III, since it is related with the angle 6 between the rotor
flux vector and the stator flux vector, as shown in (3.23).

C. Stability of the Control System

Figs. 3.17, 3.18 and 3.19 show the behavior of the three control schemes during a
sequence of speed step changes from the base speed to 2000 rpm (about 300% of the base
speed). As can be seen, the behavior of the three control scheme is comparable. However,
Figs. 3.20, 3.21 and 3.22, that show the waveform of some inner variables such as the
flux level, reveal that the behavior of schemes (A) and (B) is quite different from that of

Fig. 3.18 Behaviour of the Scheme (B) during a sequence of speed step changes from 0 to 300% of the base
speed (500 ms/div). From top to bottom: reference angular speed (2000 rpm/div), angular speed (2000
rpm/div), estimated torque (20 Nm/div), phase current (20 A/div).
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Fig. 3.19 Behaviour of the Scheme (C) during a sequence of speed step changes from 0 to 300% of the
base speed (500 ms/div). From top to bottom: reference angular speed (2000 rpm/div), angular speed (2000
rpm/div), estimated torque (20 Nm/div), phase current (20 A/div).

Fig. 3.20- Behaviour of the Scheme (A) during several step changes from 0 to 300% of the base speed (500
ms/div). From top to bottom: reference and actual angular speed (2000 rpm/div), stator flux magnitude
(0.25 Wb/div), motor current (20 A/div).

scheme (C). While the flux level of scheme (C) tends to decrease as expected, the flux
level of scheme (A) and (B) presents a short undershot after each speed step. The reason
is that these control schemes are based on different operating principle. In fact, as
explained in section 3.8, the scheme (C) keeps the rotor flux almost constant during the
torque transient, in order to achieve the fastest torque response, whereas the other control
schemes adjust the flux level after any torque variation. These flux oscillations are
undesired and could prevent the correct operation of the control scheme at high speed. To
limit their effect, the designer is forced to tune carefully the speed regulators and to
reduce the bandwidth of the whole control system.

D. Comparative Table

Table II shows the main results of the comparison of the three control schemes.

The properties that are compared in Table II are the easiness of tuning of the
regulators, the quality of the motor currents, the torque dynamic, the independence of the
motor parameters and the stability of the control system at high speed.

A grade has been given for each of them based on the results obtained from the
experimental tests. This grade is qualitative and varies from "+" (lowest performance) to
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Fig. 3.21- Behaviour of the Scheme (B) during several step changes from 0 to 300% of the base speed
(500 ms/div). From top to bottom: angular speed (2000 rpm/div), d and q components of the stator flux
(0.25 Wb/div), motor current (20 A/div).

Fig. 3.22- Behaviour of the Scheme (C) during several step changes from 0 to 300% of the base speed (500
ms/div). From top to bottom: angular speed (2000 rpm/div), d and q components of the stator flux (0.25
Whb/div), motor current (20 A/div).

"+++" (best performance). It is important to point out that this grade has not an absolute
meaning but it refers only to the comparison of the selected control schemes,
implemented on the same experimental platform, available in laboratory

The results cannot be generalized, since they depend on the specific DSP, inverter and
motor used to carry out the experimental tests. Nevertheless, they suggest some practical
rules that can be useful to select which control scheme is the most suitable for an
application.

The control scheme (A) should be preferred when the robustness to variations of the
motor parameters could be crucial for the drive performance. The control scheme (B)
should be preferred for a specific application when the quality of the motor currents plays
a key role. Finally the control scheme (C) is preferable when the application requires a
fast torque response in the field-weakening region or the tuning of the regulators has to be
as simple as possible
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TABLE II

COMPARISON OF THE THREE CONTROL SCHEMES

Scheme | Scheme | Scheme
A B C
No. of regulators 5 PI 5 PI 2 PI
and 2 P
Easiness of tuning | + ++ +++
Quality of motor s San S
currents
Torque dynamicin | ++ ++ +++
field weakening
region
Independence of s S i
motor parameters
Stability at high + ++ ++
speed

3.10 Extension of Stator Flux Vector Control to Non Conventional
Converter Structure

In this and the follow sections an application of control strategy for an induction motor
to a electric drive fed by a matrix converter is described. In order to verify the
effectiveness and the flexibility of the proposed strategy several experimental results are
illustrated.

Induction motor drives fed by Matrix Converter (MC) can theoretically offer better
performance than traditional drives based on voltage source inverters [23]. The
advantages that are often cited are the compactness, the bidirectional power flow and the
higher current quality. The input currents are sinusoidal and the power factor is near
unity. Furthermore, braking resistances are not necessary from a theoretical point of view,
since the power flow during braking can be reverted, thus leading to a regenerative
operation.

However, the use of MC poses some problems. First of all, to obtain a good quality of
the output currents, the input voltages should be constantly measured in order to adapt the
duty-cycles of the output voltages in presence of input voltage harmonics or disturbances,
thus risking system instability, [24], [25]. Secondly, MC bidirectional switches cause an
higher voltage drop compared to VSI power switches, since the output current has to pass
through two components in series, usually an IGBT and a diode. In addition, the switch
commutation is a complex process that introduces dead-times similar to those of voltage
source inverters. These converter nonlinearities, together with the sensor offsets, could
affect the estimation of the voltage applied to the load [26], [27].

Finally, some studies have shown that the quality of the input current deteriorates if the
source voltage is unbalanced or distorted. The same happens if the load currents are
unbalanced or distorted [28].

All these aspects should be taken into account when assessing the performance of an
electric motor drive fed by a MC. Some papers describing drives based on MC have
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already been presented. Some studies have been made to transfer the existing control
techniques for voltage source inverters to MCs, such as constant V/Hz, field-oriented
control and direct torque control [29]-[34].

Electric drives are often requested to deliver constant power at speed higher than the
rated one. However so far the performance of drives fed by MC and operating in the
field-weakening region has not been examined in details.

When the induction motors are used for applications at high speed, it is desirable to
retain the maximum torque capability in the field weakening region. Several papers about
this issue were presented for drives fed by traditional VSI [35]-[40]. According to these
field weakening algorithms, the optimal flux value of the motor should be updated by
means of look-up tables or explicit expressions containing the motor parameters and
quantities such as the motor speed, the motor currents, the dc-link voltage and the
requested torque. However, the performance of these algorithms is strictly related to the
accuracy by which the parameters are known. In addition, the drive performance in the
high speed range may depend on the correct determination of the base speed, which is
function of the actual dc-link voltage and the overload capability.

3.11 Simulations and Experimental Results

Preliminarily, some numerical simulations have been carried out to confirm the
effectiveness of the field weakening strategy. The motor parameters are reported in Table.
II1, and the load is supposed to be only inertial.

Fig. 3.23 shows the motor behavior in response to a step command of the motor torque
(the figure does not include the end of the transient). Vertical dash-dotted lines delimit the
three regions of operation of the induction motor. Initially, the torque delivered to the
load is zero, the motor is at standstill and the stator flux corresponds to the rated value. As
the torque command is applied, the motor starts up.

The g-component of the stator flux requested by the PI regulator (a) is limited to the
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Fig. 3.23 — Computer simulation. Starting transient from 0% up to 600% of the base speed after the
application of the rated torque. Main motor quantities. 1) Torque reference. 2) Estimated torque. 3) [y
4) Qsq,rer- 5) Rotor flux. 6) Motor speed. 7) Stator current.
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Fig 3.24 Photography of the matrix converter prototype.

value @ mar, corresponding to a stator current equal to s ug. AS SO0N @S Vg yeq max r€aches
the voltage limit, the field weakening algorithm decreases the d-component of the stator
flux. As a consequence of the reduction of the magnetizing current, the g-component of
the stator current, proportional to ¢y, s slightly increases, making it possible to keep the
stator current equal to the limit current in region II. As soon as the motor enters in region
111, the current decreases and the maximum value of @y, .r1s set equal to @yqer:

A complete drive system has been realized to verify the feasibility of the proposed
control scheme. The experimental set-up consists of a prototype of MC and a 0.25 kW, 2-
pole squirrel cage induction motor. The MC, shown in Fig.3.24, is realized using the
FM35E12KR3 IGBT module produced by EUPEC. A L-C filter is connected at the input
side of the converter. The inductors and the capacitors of the filter are rated 0.8 mH and
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Fig. 3.25 — Experimental test. Speed transient from 90% to 600% of the base speed. 1) Estimated speed
(1500 rpm/div). 2) @y er (0.25 Wb/div). 3) @y rer (0.25 Wb/div). 4) Stator current (1.5 A/div).
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Fig. 3.26 — Experimental test. Starting transient from 0% up to 600% of the base speed. Main motor
quantities. 1) Estimated speed (1500 rpm/div). 2) @4, (0.25 Wb/div). 3) @y (0.25 Wb/div). 4) Stator
current (1.5 A/div).
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Fig. 3.27 — Experimental test. Starting transient from 0% up to 600% of the base speed. Main motor
quantities. 1) Estimated speed (1500 rpm/div). 2) @y .er (0.25 Wb/div). 3)T Estimated torque (0.8 Nm/div).
(4) Stator current (1.5 A/div).

20 uF respectively.

The motor parameters are the same ones reported in Table. III. The test motor is
coupled to a separately excited DC machine, which can operate up to 3000 rpm.

The control algorithm is implemented on a Digital Signal Processor (DSP)
TMS320C28. The cycle period of the control scheme, including the field weakening
algorithm, is 125 ps.

Some tests have been carried out to investigate the drive performance in the field
weakening region and to assess the dynamic performance of the motor drive. In order to
limit the test bench speed to safe values, the motor has been fed with a reduced voltage,
i.e. 25% of the rated voltage, so leading to a rated speed of about 700 rpm.

Fig. 3.25 shows the motor behaviour during a transient from 90% up to 600% of the
rated speed (the figure does not include the end of the transient). As can be seen, the
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Fig. 3.28— Experimental test. Braking transient from 500% down to 90% of the base speed. Main motor
quantities. 1) Estimated speed (1500 rpm/div). 2) @gq,er (0.25 Wb/div). 3) @y e (0.25 Wb/div). (4) Stator
current (1.5 A/div).

motor behaves as expected, namely the current is constant in region II and decreases in
region III

In Figs. 3.26 and 3.27 the behaviour during a transient after a torque step is shown.
The experimental results are in good agreement with the computer simulations shown in
Fig. 3.26 In particular @y, constant in region I, slightly increases in region II, keeping
the stator current equal to the limit value.

Fig. 3.28 shows the motor behaviour when the speed decreases from about 500% to
90% of the base speed. The deceleration is obtained by increasing the braking torque
generated by the DC machine operating as a load. It can be verified that, as the speed
decreases, the control algorithm increases smoothly the flux reference @g4rer up to the
rated value.

Finally, the quality of the input and output currents has been assessed. Although the
load current, whose typical waveform is shown in Fig. 3.29, is always sinusoidal and its
harmonic content is negligible, the input current is particularly sensitive to the input
voltage distortion and unbalance. Table IV reports the main harmonic magnitude of the
input voltage vector, normalised with respect to the magnitude of the fundamental
component. As can be seen, distortion harmonics of order -1,+2, +3, —5, and +7, which

Tab. IV Normalised magnitude of the main harmonic components
of the Input voltage vector

Harmonic Magnitude
(%)
-1 1,29
+2 0,72
+3 0,48
-5 1,87
+7 0,58
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Tab. V Normalised magnitude of the main Tab. VI Normalized magnitude of the main
harmonic components of the line current harmonic components of the line current
vector (with distorted supply voltage) vector (with undistorted supply voltage).
Harmonic Magnitude Harmonic Magnitude

(%) (%)

+2 2.46 +2 0,41

-5 6.91 -5 1.38

+7 3.57 +7 1.32

-9 1.08 -9 1.51

+13 1.69 +13 1.68

-17 1.62 -17 1.08

+19 1.73 +19 0.73

are very common in industrial applications, are superimposed on the fundament
component.

Almost all these harmonics can be found also in the line currents, as can be seen from
Table V, that reports the spectral content of the line current vector. It's worth noting that
this behaviour does not depend entirely on the MC, but also on the passive input filter,
that could amplify the current components with frequency near the resonant frequency

For a fair assessment of the current quality, the MC has been fed also by an AC power
source presenting a very low distortion. In this case, the behaviour of the MC has
improved drastically. As can be seen comparing Table V and Table VI, the harmonic
content of the input currents is very small and their waveforms, shown in Fig. 3.30 for
two different load conditions, are practically sinusoidal.

Another important remark concerns the input power factor. In fact, the power
delivered to the load tends to decrease in region III, whereas the reactive power absorbed
by the input filter is constant. As a consequence, in this operating condition, the input
power factor could decrease to unacceptable values, according to the specific application,
if the input filter is not correctly designed.

3.12 Conclusions

A control strategy for field weakening operation of speed-sensorless induction motor
drives is analyzed in this chapter. The control system scheme utilizes the stator flux
components as control variables and decreases the d-component of the stator flux as the
voltage corresponding to the maximum torque achievable at a given speed tends to
exceed the maximum voltage.

The control scheme allows a smooth transition into and out of the field weakening
mode, exploiting the maximum torque capability of the machine over the whole operating
speed range.

The main advantages of proposed field weakening algorithm are:

1) reduced dependence on machine parameters
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Fig. 3.29 — Experimental test. Load currents (0.75 A/div).
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a) b)

Fig. 3.30 — Experimental test. Line input currents for two different load conditions (2.5 A/div). Motor
operating at the base speed, at 30% of the rated torque (a) or at the rated torque (b).

1) no need of calculation of the base speed, which in general depends on the machine
parameters, motor current and DC-link voltage

ii1) fast torque response, also in the field weakening region.

In order to compare the effectiveness of control strategy three control scheme that
feature a robust field-weakening algorithm have been compared. Although the
performance are very much alike, each control scheme presents some advantages and
some disadvantages regarding the complexity of tuning, the quality of the load currents,
the robustness against the parameter uncertainties and the operation stability, as
summarized in Table II.

The results cannot be generalized, since they depend on the specific DSP, inverter and
motor used to carry out the experimental tests. Nevertheless, they suggest some practical
rules that can be useful to select which control scheme is the most suitable for an
application.

The control scheme (A) should be preferred when the robustness to variations of the
motor parameters could be crucial for the drive performance. The control scheme (B)
should be preferred for a specific application when the quality of the motor currents plays
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a key role. Finally the control scheme (C) is preferable when the application requires a
fast torque response in the field-weakening region or the tuning of the regulators has to be
as simple as possible

Furthermore the algorithm is applied to speed-sensorless induction motor drives fed by
matrix converter. The experimental results confirm the feasibility of the proposed
solution.
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Control Scheme
With Energy Saving
For Electric Vehicles

Abstract

A control scheme for induction motor that integrates within a coherent solution some of
the features that are commonly required to an electric vehicle drive is presented. The
main features of the proposed control scheme are the capability to exploit the maximum
torque in the whole speed range, a weak dependence on the motor parameters, a good
robustness against the variations of the dc-link voltage and, whenever possible, the
maximum efficiency. The performance of the control scheme is verified by experimental
tests.

4.1 Introduction

Electric vehicles (EVs) are seen as a possible step toward the solution of the pollution
problem in urban environment. With the growing interest in EVs, much effort is
demanded for the development of efficient, reliable and economical ac drives. Both
induction motor (IM) drives and permanent magnet brushless motor drives have been
applied to EVs. This chapter is focused on induction motors because, although they have
generally lower efficiency and power density than synchronous motors, they can offer
higher reliability, overload capacity, maximum speeds and - last but not least — a
reasonable cost [1].

The control system of an induction motor for EV has to face several problems. First of
all, the drive train of an EV has to deliver constant torque at low speed, whereas a torque
decrease at constant power is requested at medium and high speed. Another problem of
the control system is the complete exploitation of the battery voltage, that is indispensable
to improve the range of the EV or to increase the motor performance. In addition, the dc-
link voltage of EVs shows large variations as fast accelerations and decelerations are
requested, that can trouble the control system. During the acceleration the available
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voltage at the motor terminals tends to decrease because of the unavoidable voltage drop
on the battery internal resistance, whereas during the braking the voltage across the dc-
link capacitors can raise very quickly.

At present, the most common control methods of high performance induction motors
are the conventional field-oriented vector control and direct torque control.

In literature it is possible to find papers focused on the specific problems of EVs or on
the optimization of general-purpose control schemes but suitable also for EVs. In the first
case, the contributions are mainly about energy-saving control strategies, that can give
remarkable results provided that the motor parameters are known with sufficient accuracy
[2]-[3]. In the second case, the control schemes are usually aimed to achieve the
maximum torque capability of the machine over the whole flux weakening region [4]-[7].
According to these flux weakening algorithms, the optimal flux value of the motor should
be updated on the basis of look-up tables or explicit expressions of quantities such as the
motor speed, the motor currents, the dc-link voltage and the requested torque. However,
these algorithms rely on a good knowledge of several machine parameters and the drive
performance in the high speed range may depend also on the correct determination of the
base speed, which is function of the actual dc-link voltage and the overload capability.

Only in the last ten years some important contributions toward a robust field
weakening strategy for induction motors have been presented [8]-[14]. The basic idea is
that the demand of field-weakening can be derived from the voltage requested by the
current/flux regulators. If this voltage is permanently greater than the available voltage, it
means that the torque command cannot be tracked at the present flux level and the flux
has to be reduced. As far as the efficiency of the electric drive is concerned, the
techniques that can be found in literature can be divided into two categories. The first
category is referred as to loss-model based approach [15]-[19]. It consists in computing
the losses by using the machine model and selecting a flux level that minimizes these
losses. The second category is the search based approach [20]-[22]. According to this
method the flux is decreased until the electrical input power settles down to the lowest
value for a given torque and speed.

The main contribution of this analysis is the proposal of a complete control scheme in
which all these aspects are treated in a coherent and unitary way. The proposed control
scheme is based on the well-known rotor field-oriented control, where the currents are the
main control variables. However, the control scheme is modified

1) to increase the robustness against the variations of the motor parameters,
i1) to reduce the effect of the fluctuations of the dclink

ii1) to improve the overall efficiency by adjusting the flux level at low speed using a
loss-model-based approach.

In this chapter it will be shown how the different subsystems of a modern electric drive
for automotive applications can work together satisfactorily. These systems are the
current control loop, the robust field-weakening control loop, the overvoltage dc-link
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control loop and the minimization of the power losses. This chapter shows which signal
saturations and PI anti-windup regulators should be taken into account, and proposes a
solution for their tuning.

Experimental results demonstrate the effectiveness of the proposed approach.

4.2 Basic Ideas Behind the Control Strategy

A. Rotor Flux Oriented Control

As known, the basic equations for the torque control of induction motors, written in a
rotor-flux oriented reference frame, are as follows:

L do

L b =Mi 4.1

Rr dt ¢r sd ( )
3 M

T="p—0pi 4.2
2 p Lr ¢)" Sq ( )

where ¢, is the rotor flux, i ,and I, are the d-q components of the stator current, L, L,

and M are the motor inductances and p is the pole pairs. Equation (4.1) states that the
rotor flux depends only on i, whereas (4.2) shows that the torque is proportional to the

product of the rotor flux and the current iy,
B. Minimum Motor Losses

In order to optimize the power consumption of the motor, it is necessary to express the
motor torque as function of the stator currents in steady-state condition.
Substituting in (4.2) the steady-state value of the rotor flux, which is obtainable from
(4.1), leads to the following expression of the motor torque:
3 M?

T=2p—1I,1

2 L sd” sq * (43)

Equation (4.3) suggests that the motor can produce the same torque for different
combinations of 7, and 7, and therefore it is opportune to find which couple of values
corresponds to the maximum efficiency.

The Joule losses can be expressed as the sum of the contributions due to the rotor and
the stator windings, as follows:

P :g(Rslfd +RIZ +RIY+RI%). (4.4)

Jouule st sq r r*rq

whereas the iron losses due to magnetic hysteresis and eddy currents can be approximated
with the following expression:
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P = %(Keca)zlfd +K

Iron

L) 4.5)
where K. and Ky are constants depending on the motor, and ® is the angular frequency
of the input voltage.

The iron losses in (4.5) are supposed to depend only on the current 7 ,, i.e. on the flux-

producing component of the stator current. This is equivalent to assume that the iron
losses are related to the rotor flux, whereas it should be more precise to assume that they
depend on the air-gap flux. In addition, the iron losses due to the current ripple are not
considered, since the control system is not able to control the current ripple, but evaluates
only the mean value of the currents over a switching period.

Nevertheless, the expression (4.5) of the iron losses is acceptable for the calculation of
the minimum power losses, which is an approximated process for its own nature.
Furthermore, (4.5) has the advantage of being relatively simple, compared to other
models that are more accurate but require an higher number of motor parameters [18].

If a rotor-flux oriented reference frame is used, it can be demonstrated that the rotor
currents have a very simple form in steady-state condition:

1,=0 (4.6)
1,=-—I,. (4.7)

Summing (4.4) and (4.5), together with (4.6) and (4.7), leads to the following
expression of the total power losses of the motor, which can be written as a function of
the stator current components only:

I

2
P[ron = %[Rs + Klron (a))]lvzd + %[Rv + Rr [LMJ :llvzq (48)

where, for sake of compactness, the new coefficient Ki.» has been introduced:

K, (0)=K,0" +K

. (4.9)

hyst

The minimum of (4.8) subject to the constraint that the torque, expressed by (4.3), is
assigned, can be found using the method of Lagrange multipliers. It is straightforward to
verify that the minimum of (4.8) occurs when the ratio of 7, to 7, is equal to a precise

quantity that depends on the motor parameters as well as on the input angular frequency.
The optimal value for 7, turns out to be as follows:

]sd,opt :Kopt [sq : (410)
where:
M 2
R, +R’[LJ
K (0)=\|—". 4.11
Opt( ) Rs +Kiron (C()) ( )
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It is worth noting that, at low speed, K., is negligible and K, is little sensitive to
temperature variations, since it is practically a ratio of resistances, and to the motor speed.
At very high speed, instead, the term Kj,,, becomes dominant in the denominator of (4.11)
and the coefficient K,,, tends to zero. This behavior is very important in the field-
weakening speed range, since it can be the cause of an erroneous operation of the motor
drive. This problem will be discussed further in section 4.3.

Finally, readers interested in the method used for the determination of the motor
parameters can find further details in section 4.6.

4.3 Maximum Torque Capability

In the high-speed range, the motor operation is limited by the maximum inverter
voltage, the inverter current rating, and the machine thermal rating. The maximum
voltage that the inverter can apply to the machine is defined by the dc-link voltage and by
the PWM strategy. In any operating condition, the magnitude of the stator voltage vector
must satisfy the following equation:

2 2 2
Vi TV, < V

s,max *

(4.12)

Without overmodulation, if the output voltage vector is synthesized using Space
Vector Modulation (SVM) or PWM with 3rd harmonics injection, the maximum
magnitude of the phase voltage vector is:

V _ Edc

s,max \/g .

It is opportune to find the maximum torque that the motor, subject to the constraint
(4.12), can deliver to the load. For this purpose, it can be verified that the stator windings
equations in steady-state operation are [6]:

(4.13)

Vs‘d = Rslsd - a)o-LsIsq (4 14)
I/sq = Rs[sq + a)LsIsd (415)

where o is the leakage coefficient.

Introducing (4.14) and (4.15) in (4.12), and taking into account that the voltage drop
caused by the stator resistance is negligible for high-speed operation, leads to the
following equation:

2 272 Vs,max
Isd+0' ISqS O-T . (416)

The maximum value of the torque subject to the constraint (4.12) can be found again
with the method of the Lagrange multipliers, and occurs when (4.16) becomes an equality
and [, is equal to the quantity / defined as:

sq,max
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e (4.17)
(o2

‘ 5S¢ ,max

If both the numerator and the denominator of the right-hand term are multiplied by Ls,
it is possible to re-write (4.17) in terms of the steady-state value of the stator flux d-
component [12], [14]:

Ly _Pu (4.18)
ol ol

N s

1

sq,max

where oL is the leakage inductance. Since the q-component of the stator flux is equal to
oL, (4.18) states that the maximum torque takes place when the d-component of the

stsq o
stator flux is equal to the g-component of the stator flux.

This expression is usually more useful than (4.17) because the stator flux is usually
calculated by a low-pass filtering estimator, which is less affected by ripple and
disturbances than the current i ,. In addition, oLs is generally provided by the motor

manufacturers or can be easily determined with sufficient accuracy with a locked-rotor
test.

The current limit is defined by the inverter current rating or by the machine thermal
rating. In the plane d-q, this limit corresponds to a circle described by the following
inequality:

IL+1 <1 (4.19)

§,max

It is also possible to find the maximum torque that the motor, subject to the constraint
(4.19), can deliver to the load. With a similar reasoning, under the assumption that the
magnetic saturation is negligible, it turns out that the maximum torque is delivered when
(4.19) becomes an equality and

]sd = I

(4.20)

sq

However, when the motor absorbs the maximum current, the condition (4.20) cannot
be generally reached, since it implies that the flux-producing current 7, is about 70% of

1 a value that is usually not compatible with the motor design. For this reason, the

condition (4.20) will not be considered in the control scheme presented hereafter.
With reference to the maximum torque, the constraints (4.12) and (4.19) generate three
speed ranges:

i) the low speed range (region I), where the output current of the inverter is equal to
the limit value, but the output voltage is lower

i1) the constant-power speed range (region II), where the output voltage and the
output current of the inverter are equal to the limit values
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iii) the decreasing-power speed range (region III), where the voltage applied to the
whereas the motor current is lower than / (the high

motor is equal to V., s .max
back-emf prevents the inverter from injecting the maximum current into the

motor).

The goal of the control system is to exploit the maximum torque in each of the
aforementioned speed ranges.

4.4  Graphic Representation of the Motor Behavior

In steady-state operating conditions the motor operation is strictly related to the values
of /,and [, ie. to the flux-producing component and to the torque-producing

component of the stator current vector. As a consequence, it is very useful to represent the
constraints (4.12) and (4.19) in the plane 7, -7 . In this plane, (4.12) represents an

ellipse whose semi-axes depend on the motor inductances and the angular frequency of
the rotor flux vector, whereas (4.19) represents a circle whose radius is proportional to the
maximum current /__ . This circle does not change with the motor operating conditions,

whereas the ellipse becomes smaller as the angular frequency increases. Finally, a
constant-torque curve in the d-q plane is represented by an hyperbola, as can be deduced
from (4.3).

Using this graphical representation, one can easily understand the correspondence
between speed regions and values of the stator current vector. This correspondence is
shown in Fig. 4.1.

In order to satisfy both the current and the voltage limit, the current vector should
remain inside the common area of the ellipse and the circle.

Fig 4.1 Representation of the motor operating conditions in the plane /y;-/,.

77



Chapter 4

When the motor operates in Region I, the speed is lower than the base speed and the
limit ellipse is larger than the limit circle. The operating states of the motor are those
represented in Fig. 4.1 by the points of the segment O-A, whose equation is given by
(4.10). For the drawing of this segment, the speed has been assumed the same for all the

points. In the point A the current 7, has the rated value 7, ., ; hence a torque increase

can be obtained only by increasing 7, along the segment A-B until the magnitude of the

stator current vector is equal to / in the point B.

When the operating condition is that of the point B, the motor produces the maximum
torque and the rotor flux has the value

¢rd,rated = M] (42 1)

sd ,rated

However, this operating condition can be reached by the motor only if the actual speed
is lower than the base speed, because the more the speed increases, the smaller the ellipse
becomes. When the angular frequency is equal to the rated value, the ellipse passes
through the point B.

At higher speeds, the reduction of the ellipse forces the operating point corresponding
to the maximum achievable torque to move from B to C, while the magnitude of the
stator current remains constant. The point C is the one corresponding to the maximum
achievable speed without reducing the magnitude of the current injected in the motor, and
it can be found imposing the condition that the ellipse is tangent to the constant-torque
hyperbola. It is straightforward to recognize that the points of the arc B-C corresponds to
Region II.

Finally, when the back-emf becomes too big and it is not possible to inject the
maximum current in the motor, the motor enters into Region III. This operating condition
is represented by the points of the segment C-O, whose equation is given by (4.18).

In the graphical representation of Fig. 4.1 the segment O-A is drawn supposing that the
motor speed is lower than the base speed. The slope of the segment O-A has a behavior
that is opposite of the coefficient K, i.e. it tends to increase with the speed. This
behavior can potentially interfere with the exploitation of the torque capability of the

- Not
I\ A achievable

N
K? .§.E Achievable
N
| T4'=Tp
' W=Wpase :
!
0

i o B
‘ l sd,;l'nmﬁi tsd

Fig 4.2 -Representation of the motor operating conditions in the plane Isd-Isq. Maximum torque that
can be obtained while minimizing the power losses.
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motor in the field weakening speed range, as explained hereafter.

Let's consider Fig. 4.2, where the motor speed is supposed to be equal to the base
speed. The slope of the segment O-A has been exaggerated for the sake of clearness and
is supposed greater than the slope of the segment O-B. In this case the maximum torque
could be produced in both the operating points A' and B. The operating point A' is on the
segment of the minimum losses but it is not practically achievable, because it is outside
the current circle. The maximum torque that can be produced without violating the
constraint of minimum losses is the one of the point A, but this torque value is lower than
that of the point B.

In other words, when the motor operates in the field weakening speed range, the
requirement of exploiting the torque capability is not compatible with that of minimizing
the power losses.

It is useful to calculate the value of the coefficient K. that makes the slope of the
segment O-A equal to that of the segment O-B. It is straightforward to verify that this
value is:

1
sd ,rated
K optmin = - (4.22)
Is,max - Isd,rated

This equation will be used in the control scheme to guarantee a correct operation of the
motor in the field-weakening speed range.

45 Control Scheme

The block diagram of the control scheme based on the previous considerations is
shown in Fig. 4.3.

As can be seen, the control scheme is composed by three different parts. The first one
is the control loop of torque and flux, the second one manages the field weakening
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? !..'n.a.‘.'n."mr.' (e ]_I ) ﬂﬂ_
! I"C‘\ Vi = Vv oM 1K

Lgret X

kY

e

the back-emf
L

4 isa

fs.f:'ff
| Pl {b)
i

Limrranon g} §_,
= sd.opt

Compensation of

Sensorless or
sansorad
observer for
slator flux,

7
<———— phase angle &

1] |
----- of the rotor flux, ™ I":_"'*" e
Multiplier ¥ _/ < B Prq and torque ransformation @D
I il i :
2 ;
e L

Tsdrared ABS —

«| Low pass

filter (m) ‘_lf
“@

Fig 4.3 Block diagram of the control scheme
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operation, whereas the third one minimizes the effect of fast fluctuations of the dc-link
voltage.

A. Torgue and Flux Control Scheme

The motor torque is adjusted by the PI regulator (d) that compares the reference torque
with the actual torque. The output of this regulator is the torque-producing current i

sd ,req >
that tends to increase when the requested torque is greater than the estimated torque, and
to decrease in the opposite case.

Two PI regulators, (a) and (b), are used to track the reference signals i, ,and i, .

As usual, the output signals of these regulators are compensated for the back
electromotive forces. The reference voltages, synthesized by the inverter, are kept in the
linear modulation range by the limitation block (c), whose explicit expression is as
follows:

Vs,req lf‘ Vs,req < I/s,max

vs,ref = vs,req V o |l= V (423)
— 5, max lf vs,req > S, max
Vs,req

This block ensures that the magnitude of the reference voltage vector is not greater
than the maximum voltage V _ at disposal, that depends on the adopted modulation

§,max

strategy and on the dc-link voltage.

B. Robust Field Weakening

The maximum torque that the motor can produce is limited by the maximum current
Limexin region I and 11, and by the available voltage Vsmerin region III.

The limitation block (f) indirectly assures that the two aforementioned constraints are
satisfied in any speed region. In fact, the absolute value of the current iy is bounded by
isqmax, Which makes the stator current equal to  uq. OF @sq €qual to @4, depending on which
one is the most restrictive constraint at the present speed. The behavior of the limitation
block (f) is shown in details in Fig. 4.4.

The rotor flux is indirectly controlled by the PI regulator (e), which adjusts the d
component of the stator current iy .4, according to (4.1). When the motor operating point
is very close to the flux weakening region, the stator current error can lead to a voltage

isq,r@f N

1 F - - —

sq,max

-7 ] lsq,req

lsq ,max

Fig. 4.4 Limitation block (f) for the torque-producing component of the stator current.
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1

sd ,min lSd,max

sd ,req

Fig. 4.5 Limitation block (g) for the flux-producing component of the stator

request greater than a limit voltage V. For sake of simplicity, Vj;, can be assumed
equal to the maximum voltage V... at present, but it will be shown in the next section
that this equality is true only in steady-state operating conditions.

A positive difference between the amplitude of the requested voltage v and the

s,req
limit voltage means that backemf is too high and the flux level should be reduced. This
task is executed by the PI regulator (e), that integrates the difference V. v If this

slim s,req *
difference is negative, the d-component of the stator current decreases; otherwise, it

increases up to the threshold value i shown in the limitation block (g). This

sd ,max

threshold value is the minimum between the rated current 7, ., and the current i, , that

sd ,opt

minimizes the motor losses. Fig. 4.5 shows the behavior of the limitation block (g) where

i and i are the maximum and the minimum admissible values of the d

sd ,max sd ,min
component of the stator current, respectively.

The value of i can be obtained by (4.10) but the gain K, has to be kept within the

sd ,opt
lower bound K, min, as shown in the limitation block (1). This expedient avoids that the
motor behaves incorrectly at high speed as described in section 4.3.

The main advantage of the proposed field weakening scheme is that it is independent
of the base speed and the motor parameters, except for the leakage inductance oL;, which
is generally used in the state observer. In addition, it does not require any complex
calculation of the flux level or look-up tables.

C. Fluctuation of DC-Link Voltage

In the previous section the new quantity V

s,lim

has been introduced. In steady-state
conditions V_ can be lower

s,lim
than V.

s, max

is equal to V, However, as can be seen in Fig. 4.3, 1,

,max * im

during transient operation because of the low pass filter (m). This low pass

filter and the limitation block (i) have the aim to make the control system reactive to a
fast reduction of the available voltage, but little sensitive to a fast increase. This increase,
usually due to regenerative braking, could compromise the performance of the field-
weakening algorithm when the vehicle slows down. In fact, although the rise in the dc-
link voltage is transitory, the control system is deceived and untimely increases the flux
level causing torque and current oscillations.

To avoid this behavior, when the actual dc-link voltage is greater than the rated value

E the limit voltage V.

s, lim

derated > is calculated using a filtered value, which is less sensitive
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to fast variations. For simplicity, in the scheme of Fig. 4.3 it is supposed that the adopted
modulation strategy is SVM, and hence the constant of proportionality between the dc-

link voltage and the limit voltage is 1/ NE)

It is worth noting that, although the proposed scheme temporarily hides an increase of
the dc-bus voltage to the control system, it immediately detects the reduction of the
available voltage, and this selective behavior ensures robust performance of the field
weakening operation.

4.6  Tuning the Regulator and Dynamic Behavior

It is opportune to recall some transfer functions that are particular important for the
analysis of the motor drive. For sake of simplicity, in the following, the angular frequency
of the rotor flux and motor speed are supposed to vary very slowly, i.e. their time constant
is much greater than the duration of the other electrical transients.

These relationships are as follows:

@,.(s)= I () (4.24)

l+7.s

r

l+or.s .
¢sd (S) = Ls 1 + ’ lsd (S) (425)

T.S

r

. _ 1+ T},S vsd (S) + a)(ﬂsq (S)

() = or, T8 + (T, +7, )s +1 [ R, j (4.26)
. _ 1 Vi (S) - a)(ﬂsq (S)

i, (s)= tors [ R ] . (4.27)

Equations (4.24) and (4.25) describes the behavior of the rotor flux and the d-
component of the stator flux vector as functions of the current 7, .

Equations (4.26) and (4.27) express stator currents as functions of the stator voltages.
The poles of (4.26) are approximately placed at the following angular frequencies:

P = (4.28)
T, +T,
1 1
p, = [— +—] . (4.29)
or, or,

In other words, the pole p, depends on the time constant of the stator and the rotor

windings, whereas the pole p, depends also on the leakage coefficient.
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A. Tuning of the Current Regulators

The tuning of the regulators (a) and (b) is usually made with zero-pole cancellations.
The zero of the PI regulator (a) of the g-axis current is selected so that it cancels the pole
of (4.27) at frequency -1/01s, due to the stator resistance and the leakage inductance. The
zero of the PI regulator (b) of the d-axis current is selected so that it cancels the pole p,

of (4.26), since the effect of p, is mitigated by the zero at angular frequency
z=—— (4.30)

The integral gains of both regulators are selected in order to guarantee a sufficient
phase margin (>75°), keeping in mind that there are certainly other poles at high
frequency, due to the inverter and the limited band-width of the sensors.

As a conclusion, the closed-loop expressions of the current i, and i can be

approximately expressed with first-order relationships:

M
i ,(8)=——i,,., (s 431
sd( ) 1+TdS .sd,;ef( ) ( )
M
i (s)= i (s 4.32
sq() 1+TS sq,rej() ( )

q

where 7, and 7, are the crossover frequencies resulting from the choice of the regulator

integral gains.
B. Tuning of the Torque Regulator

The relationships (4.31)-(4.32) can be used to tune the torque regulator (d), under the
assumption that the motor operates in Region I and that the current i, is selected

according to the optimization law (4.11). The expression of the torque (4.3) is nonlinear.
Therefore, it is opportune to linearize it around a steady-state operating point. One
obtains:

3 M .

AT = EpL_(go,Azsq +i,Ap,) (4.33)
where the operator A is used to distinguish small-signal variables from large-signal
variables.

By using (4.10), (4.31) and (4.32), which are linear equations and hence are valid also
for the small-signal analysis, it is possible to rewrite (4.33) as follows:

r

3 M 1 1
AT=2z—p—op K + Ai . 4.34
2pL @ 0p’(1+rqs (1+rds)(1+r,,s)J aref (4.34)
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An immediate interpretation of the behavior of (4.34) is possible after expanding the
second term inside the brackets in partial fractions, as follows:

3 M 1 c c

AT==p—opK,, ot —2—|Ai_ .. 4.35
2P Op(l+rqs (1+7,s) (1+r,s)J el (4.39)

where:

¢ =—d (4.36)
T,—7T,

L — (4.37)
T, -7,

Since 7, is usually much greater than 7, and 7z, i.e. ¢, =0 and ¢, =1 , the torque

response is dominated by the time constant 7, and (4.35) can be approximated by a first-

order transfer function:
~ 3 M Aisq,ref'

AT=—p—o¢ K

: 4.38
27 LT " +r,s (4.38)

Therefore, the torque regulator can be tuned by cancelling the dominant pole of (4.38)
and adjusting the integral gain to achieve a sufficient stability margin in the whole speed
range.

C. Tuning the Voltage Regulator

In this section some hints about the tuning of the voltage regulator (e) will be given.
For sake of simplicity let's suppose that, when the motor operates in the field-
weakening speed range, the stator voltage magnitude can be approximated as:

Ve, . (4.39)

Then, substituting (4.25) in (4.39) and using (4.31), the output voltage can be
expressed as follows:

1+ 07,8 Ly,
l+z,s 1+7,5

v=ol, (4.40)
The regulator (e) can be tuned by selecting the position of its zero so that it cancels the
low frequency pole 1/z, of (4.40).
The zero of (4.40) is related to the leakage inductances, whereas the second pole, at
higher frequency, is due to the control loop of the current i ,. It is worth noting that the

more the speed increases, the more the back-emf increases. This causes an increase of the
open-loop gain, that is proportional to , as can be seen from (4.40).
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As a consequence the integral gain of the PI (e) has to be selected sufficiently small to
ensure a good damping of the voltage response also at high speed and possibly a phase
margin greater than 75 degrees.

4.7 Power Measurement

This section is dedicated to the methodology used to calculate and measure the
mechanical and electric power and to the determination of machine parameters. This
section is important to explain the way used to validate the proposed model.

Nowadays several manufactures commercialize instruments for electric power
measurement with highly-distorted voltages. However, the determination of the electric
power is still a complex problem when the motor is fed by an inverter.

The method that has been used for the measurement of the motor power is described
hereafter.

It is worth noting that the motor currents are nearly sinusoidal, except for a little ripple
due to the switching. On the contrary, the voltages are discontinuous signals.

The power measurement is based on the sampling of the motor currents and of the
phase voltages [23]. The phase voltages can be measured directly, because the neutral
point of the prototype is available.

The samples of the motor power are evaluated by multiplying the current samples and
the voltage samples together, and then the products are numerically averaged to extract
the bias component .

It is well-know that the overall accuracy achievable in electric drive measurements is
mainly due to the transducers used to convert the current and voltage signals compatible
with the input stage of the acquisition board. So, suitable transducers have been used,
characterized by both large bandwidth and high accuracy.

The current transducers are three Hall-effect sensors LEM LAHS50P, with a nominal
current of 50 A(rms), an accuracy of 0.25%, a linearity uncertainty less than 0.1%, and a
bandwidth of 200 kHz (-1dB).

The voltage transducers are three Hall-effect sensors LEM CV3 1000, with a nominal
voltage of 700 V, an accuracy of 0.2 % and an offset voltage of 5 mV at 25°C, and a
bandwidth of 500 kHz (-1 dB).

The load resistors of the current and voltage transducers have an accuracy of 0.25%.

The acquisition board is the model NI PXI-5105 produced by TI, that features eight
12-bit channels with a sampling frequency up to 60 Ms/s.

To avoid aliasing in the spectrum of the power (whose bandwidth is generally double
than that of current and voltage signals), the sampling frequency was 2 Ms/s, i.e. four
times the voltage bandwidth. The use of 12-bit A/D converters allows to keep the
quantization error within acceptable limits. The correct determination of the mean power
requires that the averaging period is an integer multiple of the fundamental period. This
condition can be strictly met only if the sampling rate is synchronized to the signal
fundamental frequency (synchronous sampling condition). Since the sampling condition
during the experimental tests was generally asynchronous, to reduce the leakage and the
truncation errors, a very long averaging window was adopted.
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In conclusion, taking into account all the causes of error, it is possible to believe that
the total uncertainty of the electric power measurement is lower than 4%.

The mechanical power has been measured by means of a suitable torque and speed
sensor, model Buster 8651-100. The accuracy of the torque sensor is 0.15%, whereas the
resolution of the encoder is 1 degree. Taking into account that these quantities are
elaborated and displayed by a conditioning device, it is possible to suppose that the rated
mechanical power can be measured with an uncertainty lower than 2%.

As a conclusion, the motor efficiency can be evaluated with an uncertainty of about
6%.

The calculation of the parameter K,, requires the knowledge of several machine
parameters.

By means of a locked-rotor test, it is possible to determine the leakage inductance and
the sum of the stator and rotor resistances.

The stator resistance is usually determined directly by a dc measurement of the
winding resistance, and hence it is possible to separate the contribution of the stator
resistance from that of the rotor resistance in the result obtained in the locked-rotor test.

The mutual inductance M can be found by a no-load test when the motor is fed by the
grid, under the assumption that the motor rotates at the synchronous speed. Generally, this
can be achieved by dragging the motor with another speed-controlled electric drive.

For the determination of the core losses, several no-load tests at synchronous speed
have been carried out by feeding the motor with an inverter at different frequencies and
for different values of the current 7, . During each test the electric power, practically

consisting of the motor iron power losses given in (4.5), has been measured. The
parameters K., and Kj,, have been found by means of the method of least squares.
According to this method the values of K. and K, in (4.5) have been adjusted to best fit
the data set of the power measurements.

4.8 Experimental Results

A complete drive system has been realized to verify the feasibility of the proposed
control scheme. The experimental set-up consists of an IGBT inverter and a 4 kW, 4-pole
squirrel cage induction motor. The motor parameters are given in Table 1.

Fig. 4.6 shows the behavior of the motor during a start-up transient when the torque
reference is equal to the rated torque. Initially, the motor is at standstill and the stator
current is nearly zero (in order to avoid useless waste of energy). After the application of

TABLE I - MOTOR PARAMETERS

Praed = 4 kW R, = 04 Q
Vs, rated = 110 Vrms Rr = 1 Q
Limae = 20 Apa L, = 326 mH
Isd,rated = 7.2 Apeak Lr = 32.6 mH
[} = 2n50 radls M = 29.9 mH
J = 003 Kgm® K. = 5107 WA (rad/s)?’
Joor = 022 Kgm’ Kyy= 610" WA (rad/s)”
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Fig.4.6 Start-up transient with rated torque (500 ms/div). 1) Motor speed (2000 rpm/div), 2) stator flux
¢sq (0.25 Wb/div), 3) stator flux ¢, (0.25 Wb/div), 4) phase current (20 A/div).

the rated torque command, the motor starts up, and the current reaches its maximum value
(regions I). In region II the flux weakening algorithm automatically modifies both the d-q
components of the stator current with the aim to exploit the rated current (region II). As
soon as the motor enters in region III, the current decreases and the ¢ becomes equal

to q)sd,ref :
Figs. 4.6 and 4.8 show the behavior of the control system when the torque reference is
very small, about 20% of the rated torque. The current i, . is selected on the basis of the

energy optimization strategy as far as this is possible, then the current injected in the
motor tends to increase up to its maximum value for keeping the torque constant in region
I, and finally the current magnitude decreases in region III. In Fig. 4.7, the current i , has

been normalized by dividing by K. For this reason, in region I its trace follows exactly
that of the current i .

20kS/s 500nsAlis|

m

sy
) uH !

Fig.4.7 Start-up transient with 20% of the rated torque (500 ms/div). 1) Motor speed (2000 rpm/div), 2)
current i;/K,, (20 A/div), 3) stator current iy, (20 A/div), 4) line current (20 A/div).
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20kS/s 500ns/in]

T ——

Fig.4.8 Start-up transient with 20% of the rated torque (500 ms/div). 1) Motor speed (2000 rpm/div), 2)
magnitude of the stator current (20 A/div), 3) estimated torque (5 Nm/div), 4) line current (20A/div).

T 5KS/S 200msAlv

Fig.4.9 Motor behavior during a torque reversal from -40% to +40% of the rated torque (200 ms/div). 1)
Estimated torque (10 Nm/div), 2) line current (10 A/div), 3) stator current isd (20 A/div), 4) stator
current iy, (20 A/div).

Fig. 4.9 shows a torque reversal from -40% to +40% of the base speed, and the motor
speed operates in the constant-power speed region. As can be seen, the current isq
reverses quickly and the current i, changes accordingly, i.e. it is proportional to the

absolute value of i, so it firstly decreases nearly to zero, then it increases up to the rated

value i that is greater than the value of the current at the beginning of the torque

sd ,rated °

reversal. Finally, when the motor speed exceeds the base speed, the current i , decreases

again to allow the field weakening operation. As can be seen, although the torque reversal
takes place in about 100 ms, the torque goes to zero much more quickly, and this could be
important for a vehicle braking.

Fig. 4.10 shows the same situation of Fig. 4.9 but in this case the motor speed and dc-
link voltage are shown instead of the motor torque and the line current. It can be noted
that the dc-link voltage increases during the motor braking. This increment is transitory

88



Control Scheme With Energy Saving For Electric Vehicles

SKS/S 200nsAiv

Fig.4.10 Motor behavior during a torque reversal from -40% to +40% of the rated torque (200 ms/div).
1) Motor speed (2000 rpm/div), 2) dc-link voltage (100 V/div), 3) stator current iy; (20 A/div), 4) stator
current iy, (10 A/div).

Fig 4.11 Experimental test. Behaviour of the control scheme during a speed deceleration from 150% to
0% of the base speed (200 ms/div). 1) Motor speed (1000 rpm/div). 2) Dc-link voltage (200 V/div). 3)
Filtered dc-link voltage (200 V/div). 4) Stator current (20 A/div).

and lasts about 200 ms. However, this time interval is sufficient to deceive the field
weakening algorithm, that could try to increase the flux level, hence triggering a sequence
of voltage and current oscillations. The low pass filter (m) prevents this from happening
and, as can be seen, the estimated torque remains unperturbed.

The behavior of the control scheme during a fast speed deceleration from 150% to 0%
of the base speed is illustrated in Figs. 4.11 and 4.12. As can be seen in Fig. 4.11 the
filtered dc-link voltage, which is used for the calculation of V ,, is little sensitive to the
fast rise of the dc-link. As a result, the waveforms of currents, fluxes and speed are
smooth, without neither overshoot nor undershoot.

The results of Figs. 4.11 and 4.12 can be compared with those of Figs. 4.13 and 4.14,
which show the behavior of the drive when the low-pass filter (m) is disabled. In this
case, there is a counter-reaction in the current iy, that triggers some large oscillations in
the current i,, and, consequently, in the speed.
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Fig 4.12 Experimental test. Behaviour of the control scheme during a speed deceleration from 150% to
0% of the base speed (200 ms/div). 1) Motor speed (1000 rpm/div). 2) Stator flux @,, (0.25 Wb/div). 3)
Stator flux @y, (0.25 Wb/div). 4) Stator current (20 A/div).

To assess the effectiveness of the power optimization, Figs. 4.15 and 4.16 show the
motor efficiency as functions of the motor torque and speed. In Fig. 4.15 the power
optimization is used, whereas in Fig. 4.16 it is not used, i.e. the saturation introduced by

i,y . 1N the saturation block (g) has been removed.

For a better interpretation of these results, Fig. 4.17 shows the increment of efficiency
due to the power optimization. As can be seen, the advantages are evident in particular at
low speed and torque values (e.g. the vehicle is at a stand-still), where the improvement is
about 20%. The optimization method does not offer any particular advantage when the

motor torque is greater than 50% of the rated torque.

4.9 Conclusions

A control scheme for induction motor drives suitable for electric vehicles is analyzed
in this chapter. The proposed scheme is based on a traditional rotor field-oriented control,
improved in terms of robustness and efficiency.

The proposed control scheme allows a smooth transition into and out of the field
weakening mode, exploiting the maximum torque capability of the machine over the
whole operating speed range.

Whenever possible, the power losses are minimized by adjusting the flux level.

The main advantages of proposed field weakening algorithm are:

1) reduced dependence on machine parameters and no need of calculation of the
base speed, which in general depends on the machine parameters, motor

current and DC-link voltage

ii) increase in the motor efficiency, useful specially when the motor operates at
low speed
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oscillations

Vi i oscillations

Fig 4.13 Experimental test. Behavior of the control scheme during a speed deceleration from 150% to
0% of the base speed without filtering the dc-link voltage (200 ms/div). 1) Motor speed (1000 rpm/div).
2) Stator flux @, (0.25 Wb/div). 3) Dc-link voltage (200 V/div). 4) Stator current (20 A/div).

oscillations

¢ counter-reaction : : / : H

Fig 4.14 Experimental test. Behavior of the control scheme during a speed deceleration from 150% to
0% of the base speed without filtering the dc-link voltage (200 ms/div). 1) Motor speed (1000 rpm/div).
2) Current igy (20 A/div). 3) Current i5, (20 A/div). 4) Stator current (20 A/div).

ii1) good performance also in presence of large voltage variations of the dc-link

The effectiveness of the proposed control scheme has been verified by experimental
tests carried out on a prototype of the motor drive built in laboratory.
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Fig.4.15 Experimental results. Motor efficiency as a function of the motor torque and motor speed,
when the power losses optimization is used.
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Fig.4.16 Experimental results. Motor efficiency as a function of the motor torque and motor speed,
when the power losses optimization is not used.
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Abstract

Nowadays variable speed ac drives are usually fed by power electronic converters.
Although three-phase drives dominate the market, since the converter acts as an
interface that decouples the three-phase voltage source from the motor, the number of
phases may not be limited to three anymore.

The advantages of multiphase drives over the traditional three-phase drives, such as
improvement of the torque quality, reduction of the stator current per phase,
improvement of torque density, and increase of the fault tolerance have drawn the
attention towards this technology.

The second part of this thesis is dedicated to the study of the multi-phase machine and
multi-phase drives. This machine is characterized by a number of phases greater than
three.

In this chapter the mathematical model of a multi-phase induction machine is presented.
The analysis is focused on machines with an odd number of phases.

5.1 Introduction

Multiphase motor drives offer a greater number of degrees of freedom compared to
three-phase motor drives. In the following chapters it will be shown that the full
exploitation can be used to improve the drive performance [1]. An interesting possibility,
offered by multiphase machines, is the independent control of the low order spatial
harmonic components of the magnetic field in the air gap of the machine. If the harmonic
components of order greater than one are set to zero, the torque pulsation can be strongly
reduced. On the other hand, if all the spatial harmonics are synchronized, the torque
production capability of the machine can be increased [2], [3].

Another possibility is related to the so-called multi-motor drives. A well-defined
number of multiphase machines, having series connected stator windings, with an
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opportune permutation of the phases, can be independently controlled with a single
multiphase inverter [4], [5].

Finally, the multiphase drive offers better reliability against inverter faults, since it can
operate even with a reduced number of active phases [6], [7].

It is worth noting that it is not possible to analyze the behavior of a multiphase motor
drive using the space vector representation in a single d-q plane. In fact, to completely
describe a multiphase electromagnetic system, it is necessary to adopt the space vector
representation in multiple d-q planes (multiple space vectors) [8].

In order to introduce the multi-phase drives that use all the degrees of freedom of this
technology, the mathematical model of a multi-phase induction motor is presented.

Furthermore this approach shows that three-phase machine can be considered a
particular case of multi-phase machines.

5.2 The Mathematical Model

Under the same assumption discussed in the first chapter it is possible to describe the
equations of a multi-phase induction machine.

In figure 5.1 the coordinate reference frame for a five-phase machine is illustrated.
This model can be easily extended to a generic M-phase machine. In figure 5.2 and 5.3
the stator and the rotor magnetic field distribution produced by a generic phase £ is
showed.

The amplitude of the magnetic field can be obtained due to Ampere's circuital law

(5.1):
NSik
4p

In (5.1) N; is the number of conductors in series per phase, p the pairs of poles and &

§H xdl = 21,6 = Ngi, — h, =

(5.1)

the air-gap width. For the application of (5.1) a infinite value of iron permeability is

k 4

Fig 5.1 stator and rotor coordinate systems description
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Fig 5.2 stator magnetic field distribution Fig 5.3 stator magnetic field distribution
assumed.

Equation (5.1) can be expressed as a Fourier series. Equation (5.2) describes the
relationship between the stator current iy, flowing in the k-¢h winding iy, and the stator

magnetic field A , whereas (5.3) shows the expression of magnetic field /4, produced

by the rotor windings in terms of rotor current i, :

N.i (_ 1)(/7*1)/2
h 9 ,t — S " Sk
Sk( N ) p%;d' 7Z'5p D

N.i (_ 1)(%’*1)/2
h 0 ,t — R "Rk
Rk( R ) p%:d' 71'5]7 D

R, [e77% ePvs | (5.2)

e

me[eiipgk eijRk] (5.3)

where N, is the number of rotor conductor in series per phase, &, the coordinate of the
rotor reference frame.

The variables yy and 4 are magnetic field coordinates generated by the rotor and the
stator windings. They can be expressed as:

v = (k- 1)3; k=12,..M. (5.4)
2
W = (k- 1)M k=12,..M. (5.5)

The total magnetic field produced by the stator in the stator reference is the sum of the
contributions of the magnetic field generated by each phase.

h(6,,t)= ZhSk 0,1). (5.6)

Taking (5.4) and (5.6) into account and by means of a substitution in (5.2), the stator
magnetic field can be written as:

_ 1\ 2 2Pl
hs(es,t)= Ns z( 1) { Jp&szlSke M :| (5.7)

TOD joad P
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2
The introduction of the symbol & = e’ leads to (5.8).

_1\e-1)2 M
h(65.1) = Z( ) %e{e"""SZiﬁ"“‘“] (5.8)

O P joud P k=1

An analogous relationships can be deduced for magnetic field produced by the rotor
windings:

he(03.8) = > by (0,.1) (5.9)

N -1 (p-1)2
hR(ekat):ﬂ;p Z( ),0
podd

M
iﬁe{e”’e’* ZiRkaP““”} : (5.10)
k=1

Equations (5.10) and (5.8) describe two important relationships, which can be
simplified by means of the space vector representation.

5.3 Multiple Space Vector Representation

The space vector representation was introduced in 1918 by Fortescue with a paper
“Method of Symmetrical Co-ordinates Applied to the Solution of Polyphase Networks”
[9]. The Fortescue studies were connected to the analysis of power network and they
represent the first important publication where the space vectors were introduced for a
generic M-phase system. However only in the 1929, Park with the paper “Two-Reaction
Theory of Synchronous Machines* [10] applied this approach to the study of three phase
electrical machine. Furthermore in 1943 and 1950 Edith Clarke published two-volume
edition of “Circuit Analysis of A-C Power Systems” where the space vector approach was
extended for the analysis of every three-phase electrical machines. In 1926 Edith Clarke
became the first woman to deliver a paper at the American Institute of Electrical
Engineers.

In this section the concept of multiple space vector representation is introduced. This
powerful tool is strongly connected to the machine behavior.

For a given set of M real variables x; ,..., Xk ,..., xar @ new set of complex variables
XgsX|seees X0 X, AN be obtained by means of the following symmetrical linear

transformations:
M
X, =%Z x, @ (h=0,1, .., M-1). (5.11)

The relationships (5.11) lead to a real variable X, = x,, (zero sequence component) and
M-1 complex variables Xx,,...,X,,...,X,,, (multiple space vectors).

The inverse transformations are:

M
—%z , k=1,2,.., M), (5.12)
h=0
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where the symbol “ - ” represents the scalar product.

From (5.11) it can be recognized that the M-1 space vectors are redundant, being

Yven =% (h=1,2, .., M-1), (5.13)
where the symbol “*” specifies the complex conjugate

Owing to this property, only (M-1)/2 space vectors, besides the zero sequence
component, are necessary to represent the set of M real variables.

In this dissertation, only the space vectors having an odd subscript
(X, X3, Xg,.0esX,5...,X,,_,) Will be utilized. The motivation of this particular choice is
connected to the strict correlation existing between spatial harmonics and space vectors of
odd order.

As a consequence, the relationships (5.11) and (5.12) can be rewritten as:

M
X, _ 2 x, a " (h=0,1,3,5, ... M-2), (5.14)
M=
1 M=2
X, =2 %+ >x,a™, (k=1,2,..,M). (5.15)
h=1,3,5,...

In general, each one of the (M-1)/2 space vectors can move arbitrarily in the
corresponding d-q plane, independently of the others.

5.4 Determination of the Magnetic Field in Air-Gap

The introduction of multiple space vectors permits to rewrite (5.8) and (5.10) as
follows:

MN (_ 1)(,0—1)/2 S
he(Os,t)= : R 0
Ot 5y 2y elie ] (1.17)
MNS -1 (p-1)/2 _ .
h(0,,1)= 27751%;%,,( )p iRe[sze "pgR]. (1.18)

The stator magnetic field in air-gap can be expressed as:

he(0,0)= 3 R [h, e 7% ] (1.19)

podd

where
(p-1)
— MN. (-1) 2 -
oo MNs (1) i, . (1.20)

Y 2x85p  p

Furthermore the rotor magnetic field in air-gap is defined as:

he(Opot)= > R [y, 7% | (1.21)

podd.
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5N (1)@
Iy, = =2 (1.22)

R "oxsp  p

Note that the magnetic-field spatial harmonic of order p (p =1, 3, 5, ..., M-2) depends
only on the corresponding current space vector ig,. In particular, its amplitude is
proportional to the magnitude of i, and its angular speed (in electrical radians per
second) is @y, = @, / p, where @, is the angular speed of i, .

The presence of these magnetic-field spatial harmonics can be utilized for improving
the torque density of the machine. Of course, this result is of interest when achieved
under the same rms value of the stator current and the maximum air-gap flux density.

In order to obtain this result it is necessary to synchronize, in terms of angular speed

and position, the spatial harmonics on the basis of the following constraints [2]:
w,=po, (=135, .., M2). (5.23)

The spatial harmonics of order (p = M, 2M, 3M,...,kM) are stationary and their
amplitude are proportional to the zero sequence component isy (usually null).

The spatial harmonics of order (p = 1, 2M+1, 4M+1, 6M+1,..., 2kM+1) rotate in the
same direction of iy, with an angular speed .

The spatial harmonics of order (p = 1, 2M-1, 4M-1, 6M-1,..., 2kM-1) rotate in the
same direction of i, (in other words they have a rotation verse opposite to i, ).

The spatial harmonics of order (p = 1, 2M+3, 4M+3, 6M+3,..., 2kM+3) rotate in the
same direction of i,

The spatial harmonics of order (p = 1, 2M-3, 4M-3, 6M-3,..., 2kM-3) rotate in the
same direction of ig,.

According to the number of phases several space Vectors ig;, is; , iggss L5z €N

be introduced.
In a M-phase machine with sinusoidally distributed windings only the stator current
space vector i, contributes to the air gap magnetic field, and then to the torque

production process. If the stator windings of (M-1)/2 machines are series connected, with
an opportune permutation of the phases, each one of the (M-1)/2 current space vectors of
the system can perform a high dynamic control of torque and flux in the corresponding
machine, following the well-known Field Oriented Control (FOC) principle [11]. Note
that the independent control of the (M-1)/2 M-phase machines can be obtained using only
one M-phase VSI. To obtain the current space vectors required by this “Extended” FOC a
very flexible modulation strategy must be adopted.

Otherwise to achieve the improvement of the machine torque density the principle of
FOC can be applied separately to each field spatial harmonics, acting independently on
the (M-1)/2 current space vectors, according to (5.23).

Once again, to obtain the current space vectors required by the “Extended” FOC a
powerful VSI modulation strategy must be used. In the next chapter the multi-phase
modulation strategies will be analyzed.
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It is obvious that the same conclusion can be achieved for the rotor magnetic field.
The magnetic field in the air-gap is the sum of contributions of stator and rotor. It can
be expressed in stator reference as:

(p-1) _ o _
h,(05,t) = Z(—l)pTiR K M Ns is, + M Ny - e”’"]e”’%} (5.24)

2pmd p 2pmd p

_MNg .  MN,.

hy, = 27T§plS1 by 5le1 € (5.25)
MNg; - MN, :
s :_[ i+ 1R3e/39J (5.26)
67 p 67dp
Ng - N, - .
By =—| ———ig, +—2—ip, """ |. 5.27
™ (2”517 M gsp ™ (5.27)

The magnetic field in the air-gap can also be expressed in the rotor reference frame as:

(o) MN, - _., MN, - ) _
hy (8,.t) = de(—l) 2 Sﬁe[(zpﬂ—;plspe ’p€+—RlRp]e ”“9”} (5.28)
L0

« MN;. _, MN,

— S el —£& 5.25
T1 2 5p S1 27[5[7 ( )
MN, - . M N,
hE =— S e+ i (5.26)
67 p 670 p
N, - . N, -
hp, = —2—ige/M +—L—i. | 5.27
™ (27[517 SM 27[5}7 RM ( )

5.5 Determination of the Linkage Fluxes

In this section the determination of linkage fluxes with a phase is presented.
The linkage flux with a phase can be expressed as:

L N Vsk+r/2 r
Dsre =% J. hT(QS,t);dQS (5.28)

Y Sk—-n/2

Y Rk+7/2
Lty Ny [ 1:(05.0) =0, . (5.29)
2 T

Y Rk-=/2

Oriye =

Taking (5.20) and (5. 22) into account leads to the following relationships:

Ly, 7N )2
IuO 4 [h ]pV/Sk] (530)

Psmc =
P odd
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_1\e12 _ _
Proe = Ly TNy Z ( l)p ERe[hr}; ei‘/pwk] (5.31)

T podd.

Equation (5.32) describes the relationships among voltage, stator current, and flux for
a generic phase k.

vy =Ry iy + k=12,.,M. (5.32)

It is worthy noting that by means of the vector representation given in (5.11), (5.32)
can be expressed as:

o d
Ve, = Ry igy + ?;0 (5.33)

daSp

(p=135,..M~-2). (5.34)

Vs, = R Is, +

In the same way it is possible to write the rotor equations

Ve = Ryin + dZtRk k=12,.,M (5.35)
o d

Veg = Rying + ZfO (5.36)
4B

By = Ry ly, + Z:p (p=135,..M—2) (5.37)

The total linkage flux with a generic phase £ is the sum of the leakage flux and the air-
gap linkage flux.

Ps = Psa +Psp k=123, .M. (5.38)
Ou = Prar T Pt k=12,3,..,M. (5.39)

The application of the transformation (5.11) to (5.38) and (5.39) permits to obtain the
following relationships:

aSp = anp + aSTp (p = 091’3)'-'5M - 2) (540)
Prp = Prap + Prr, (P=013,...M =2). (5.41)

The leakage coefficients Ly, and L,; describe the relationship between stator and rotor
current and the linkage flux with phase .

Ps =Lsgig k=123, M. (5.42)
Prac = Lra Tr k=123,.,M. (5.42)

The introduction of the leakage coefficient L,; and L,,; permits to express (5.40) - (5.41)
as:
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anp = LSd lTSp (p = 05153:'-'M - 2) (543)
Prap = Lrain, (P=013,.M=2). (5.44)

Furthermore the application of transformation (5.11) to equations (5.30) and (5.31)
leads to the following relationships.

Doy =22t Vs g s ] (5.45)
M

Py =B (p=130M -2) (5.46)

pory =0 e [, (5.47)

Prrp = w hyy (p=13,...M -2). (5.48)

5.6 Determination of the Electromagnetic Torque

The electromagnetic torque in electric machine can be determine by means of an
energy balance.

T =5Wrr'l(ik’0m)

5.49
on 00, (5.49)

where T, is the torque, 6, is the mechanical angle, and W, is the magnetic co-energy.

When the motor is not in magnetic saturation, the magnetic co-energy is equal to
magnetic energy.

T, = oW, (,0,) (5.50)
a 9’71
The angle &, is related to @ by the following simple relationship:
0=pb, (5.51)
ow, (i,,0)
T =p—n k27 5.52
=P g (3.52)

The initial hypotheses permit to consider the magnetic energy of the leakage fluxes
invariant with the angular position €. Therefore to determine the torque is sufficient to
consider the magnetic energy in the air-gap.

a WmT (Zk 4 0)

=plOmr Y7/ 5.53
em =D Py (5.53)
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The equation (5.28) describe the magnetic field in the air-gap as sum of the
contribution of stator and rotor magnetic field.

he(0,6)= S R ks, + By, 77 )e % | (5.54)

podd.

Therefore the Torque can be expressed as:

W . =pSL j iy h es,r) do, (5.55)
1 —

W ==ty pSLT Y hp by (5.60)
2 podd.
1 — 12

W,y ==ty pSLT Y |15[ (5.61)
2 podd.

where
hg, + hy, €’ =) (5.62)
by, e’ =hy,. (5.63)

The torque produced by an induction motor can be rewritten as:

T, =t p 5Ly, plhg, - jhy, ] . (5.64)
podd
Equations (5.64) describes the torque by means the magnetic field produced by stator
and rotor windings, but it can be related to the currents present in machine.

T, =4, P 5er,0( hs, ]the”’H) (5.65)

podd
If the machine windings are star connected of the common mode currents are equal to
zero, and if the rotor is short-circuited, new relationships can be written.

The introduction of self-inductance coefficients and mutual inductance coefficient
permits to express relations generally used in the control of electric drives.

3Lu,t N:

5 T e (5.66)
27 o0p p
3Lu,t N;

Ly, = Zﬂo _§ (5.67)
2x°0p p

p=3L2"°T NSZZVR (5.68)
2x°6p p

Ly =Ly +Lg, (p=13,.,M-2) (5.69)

Ly =Ly +Legy, (p=13,.,M =2). (5.70)
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Finally the expression of torque can be achieved.

M o
T, = p=apM, i, i, e |. (5.71)

podd 2

5.7 Machine Equations

In this section the machine equations of induction motor are resumed.
The common mode equations are given by:

P50 = Ly Iso + Psro

Pro = Lrg Iro T Prro

— (p-1) .
hrfu = (_ 1) '02 s Igo + Al Ipo /M’ (572)
2rdp 2rdp
ETI;/[ = ETS3 e M
2Lu,t N -
Psro = _#me[hg/[
2Lu,t N -
Prro = —#%e[h;;M]
T

Whereas the machine equation in d,-g, plane can be express as:

— T das

Vg, = R, Is, + dtp
— - daR
Vi, = Rpip, + dtp

¢_7Sp = LSdp iSp + 9’_75Tp

Pr = Ly iRp + (EMT,O

s M N 7 M N, i elr? (5.73)
Y 2pnsp Y 2pr6p ¥

hT]; = hTi e /Pl

— LpytNg &

¢STp:p—7z_th

_ Lu,tNy —&

¢RTp:TRth

The equation (5.71) define the electromagnetic torque produced.
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5.8 From Machine Equations to the Extended Vector Control of a
Multi-Phase Induction Machine

By taking (5.72) and (5.73) into account it is possible to show that the most important
machine quantities are connected to the rotor flux.
The rotor flux can be express as:

Pr =ppe’’ (5.74)

and its derivative is given by:

dop _dor 5 . iB

—= ="+ i e 5.75
where

dp

——=w,. 5.76

O (5.76)

The relationships between the machine quantities and rotor flux are resumed in the
following equations:

T 1 d(OR . B,
ir, =—E_(7p]+](a)@ goRp)}eJ (5.77)
— 1 LRp d¢Rp LRp iB i pO
i, =—— + — |+ j| —w e’ el” 5.78
Sp Mp |: (DR RRP dt J RRP Rp ¢Rp ( )
— MN L, d L ,
hTIi = — ¢Rp + = & +.] = a)Rp ¢Rp e]ﬁp (579)
2pmopM Ry, dt Ry,
M i
R
Tem = Zp?prpR_p (580)
podd Rp

Therefore the rotor and the stator current, the torque and the magnetic field in the air-
gap are strongly connected to the rotor flux. This assumption suggests the operating
principle of the vector controls, i.e. the control of the rotor flux.

Substituting (5.80) in (5.77) — (5.79) leads to a new set of equations.

_ d T ‘
l,Rp __ 1 ¢Rp +]( 2 empJ ejﬁp (581)
RRp dt Mpp @

_ L, d T . .

is, _ L Pr, + rp “Pro +j 2 Ly, e || g/ Fe gir? (5.82)
M, Ry, dt 3op Dr,

— MN L, d T .

hrf; = 8 Pr, + ra “Pro. +J —2 Ly, —~ e’ (5.83)
2pmépM, Ry, dt Mpp = @,
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Fig 5.4 Basic scheme for multi-phase induction motor drive.

The decomposition of (5.82) in real and imaginary part discloses that the d-component
of the stator current controls the rotor flux (5.84) whereas the g-component controls the
machine torque (5.85).

. 1 LRp d(DRp
lpg =——| Qpy +— 2L (5.84)
M\ R, dt
I {2 T,
i, =——|—L, —* 5.85
Spq Mp M Rp (DRP ] ( )

Fig. 5.4 shows the scheme for the multi-phase vector control of an induction motor.

5.9 Conclusions

In this chapter the mathematical model of a multi-phase induction motor has been
derived.

The equations presented have shown that the three-phase machine is a special case of a
more general multi-phase machine, where only the fundamental harmonic is responsible
for the production of torque. In a multi-phase machine, instead, there are several degrees
of freedom that can be successfully used for various applications.

In this dissertation four different applications of a multi-phase machine will be
analyzed. In Chapter 8 an extended stator flux vector control for seven-phase induction
motor will be introduced. In this situation the spatial harmonics of order (p=3,5) will be
set to zero to improve the torque quality.
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In Chapter 9 a high density torque application will be considered. In this case the
spatial harmonic of order 3 will be successfully used in order to increase the torque of the

motor in accordance with the constraints imposed from the drive.
In Chapter 10 different fault tolerant drives will be introduced and finally the chapter
11 the multi-motor application will be presented.

The multi-phase machines, due to their qualities, stand as a valid alternative to
standard three-phase machine.
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(hapter 6

Multi-Phase Inverter

Abstract

Since late 1990s multiphase drives have become a serious alternative to three-phase
drives in some particular applications such as electric ship propulsion, locomotive
traction, electric vehicles and high power industrial applications. Nowadays the
research activity is focused on the development of control strategies that can exploit the
degrees of freedom that exist in multiphase machines. As known, a multiphase motor
cannot be analyzed using the space vector representation in a single d-q plane, but it is
necessary to introduce multiple d-q planes.

In this chapter the structure of a multi-phase inverter is described and the degrees of
employment of DC link is analyzed. The problem of the space vector modulation of
multiphase inverters with an odd number of phases is solved in different way. An
algorithmic approach and a look-up table solution are proposed.

The validity of the analytical approach and the feasibility of the proposed solution are
confirmed by several experimental tests.

6.1 Introduction

It is worth noting that it is not possible to analyze the behavior of a multiphase motor
drive by using the space vector representation in a single d-q plane. In fact, to completely
describe a multiphase electromagnetic system, it is necessary to adopt the space vector
representation in multiple d-q planes (multiple space vectors).

In order to fully exploit the potential of M-phase motor drives, a suitable and flexible
modulation strategy for M-phase voltage source inverters (VSIs) has to be defined.

Two different methods are usually adopted, i.e., space vector modulation (SVM) [2]-
[6], and carrier-based pulsewidth modulation (PWM) [7]-[12]. For three-phase VSIs, the
equivalence of the two methods has been proved, and they can be interchangeably
implemented.

On the contrary, in the case of multiphase VSlIs, the carrier-based PWM method seems
the most feasible, due to its inherent simplicity. The reason is that PWM focuses the
attention on the control of each inverter branch, and this task is relatively simple if
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compared with the aim of SVM, i.e., the determination of the switching pattern, which
involves all the branches of the inverter.

For all these reasons, carrier-based PWM is considered more promising than SVM
owing to its inherent simplicity in the case of multiphase VSIs.

The theory of carrier-based PWM for multiphase VSIs was presented in general terms
in [8], but even before several remarkable contributions can be found in literature. The
leading idea was usually to adapt the methods used for three-phase inverters to
multiphase systems. Accordingly, modulation strategies with harmonic injection or
discontinuous modulating signals were presented in [9]-[11]. Afterwards the research
focused on the usage of carrier-based PWM for specific applications, such as multi-motor
drives, five-phase or seven-phase motor drives [7], [16]

In this chapter the problem of the modulation strategy of M-phase inverters is
completely solved using the Duty-Cycle Space Vector (DCSV) approach [17]-[18],
which combines the multiple space vector representation, useful in modeling and
controlling multi-phase machines, with traditional carrier-based PWM principle, suitable
for multi-phase VSIs.

The DCSV approach, based on a space vector representation of the switch states, leads
to the definition of a very flexible carrier-based PWM strategy that allows the full
exploitation of the dc input voltage, and the independent control of fundamental and low
order harmonics of the spatial field distribution. This modulation technique can be also
employed for the control of multi-motor drives.

Furthermore, using the DCSV approach it is possible to predict the inverter voltage
limit, which is very crucial for to the drive performance in the high-speed range [8].

Moreover SVM technique is also presented. The main reason of this choice is that
SVM is well known for three-phase inverters, and it has been integrated in a number of
logic devices that can manage the turn-on and turn-off of the inverter switches, such as
field-programmable gate arrays (FPGAs) and complex programmable logic devices. For
reasons related to the technical experience or just for economic convenience, a company
could find preferable to update the available SVM algorithms for three-phase inverters
rather than to completely renounce to its previous know-how. In addition, the definition
of new methods for SVM could avoid potential patent violations.

To understand the basics of a M-phase system, the traditional space vector
representation in a single d—q plane is not sufficient, but it is necessary to use (M — 1)/2
d—q planes.

The research activity for the definition of a general SVM in multiple d—q planes has
led to some remarkable results.

Only recently some new approaches to SVM have led to general-purpose modulation
strategies based on iterative procedures, such as sorting or searching algorithms [15],[19].
These strategies are more flexible than the previous ones but have higher computational
costs.

The first proposals [2]-[5],[20] have indeed the merit of demonstrating the feasibility
of multiphase drives (in particular five-phase motor drives) but do not exploit all the
available degrees of freedom. For example, the SVM techniques proposed in [13] and
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[19] require the second voltage space vector to be always zero. The SVM technique
defined in [3] and [7] considers the modulation of the first voltage space vector and
allows also the modulation of the second voltage space vector with small magnitude.
Finally, the SVM techniques presented in [17] and [18] can independently synthesize
voltage vectors in more than one d—q plane, but they cannot ensure to fully utilize the dc
input voltage.

Only recently some new approaches to SVM have led to general modulation strategies
for multiphase inverters [14]-[15],[19].

Whereas the approaches proposed in [15] and [19] can be considered somehow a
generalization of the traditional SVM for three-phase inverters, the approach presented in
[14] adopts a different point of view. In that paper, the authors do not use the concept of
space vector and the reference voltages are directly expressed in terms of phase voltages.
In this way, they could obtain a very general solution, valid for M-phase electric systems,
which is applicable also to multilevel inverter.

Nevertheless, the concept of space vector is particularly useful in motor control, and it
is of interest to recover it, generalizing the traditional SVM theory of three-phase VSI.
For this reason, in this chapter, it is proposed an alternative approach to space-vector
modulation, derived from the method proposed in [15] for five-phase inverters, which is
further developed and extended to multiphase inverters.

All proposed approaches lead to the definition of a very flexible modulation strategies
that allows the full exploitation of the dc input voltage, and the simultaneous modulation
of voltage space vectors in different d-q planes.

This last property allows one to synthesize the voltage vectors required by a
multiphase system, either based on a multiphase motor with high torque density or on
multi-motor drives. The proposed modulation theories are confirmed by several
experimental tests

6.2 Multiple Space Vector Representation

The study of three-phase systems, in steady-state and transient operating conditions,
takes advantage of the definition of a space vector and a zero sequence component. This
powerful tool can be usefully extended, and then adopted, for the analysis of multi-phase
systems [1].

For a given set of M real variables x,,...,x,,...,x,, a new set of complex variables
XgseeesX) 5.y X, , can be obtained by means of the following symmetrical linear

transformations:

M
% == @ (h=0, 1., M-1), (6.1)
M=

where o :exp(jZﬂ/M).
Assuming M an odd number, the relationships (6.1) lead to a real variable X, = x,
(zero sequence component) and M-1 complex variables x,,..., X, ,..., X,,, (multiple space

vectors).
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The inverse transformations are

S

X,V (k=1,2,.. M), (6.2)

[

X, =

1
2 h

Il
(=]

where the symbol “*” represents the scalar product.
From (6.1) it can be recognized that the M-1 space vectors are redundant, being

Xy p=%, (h=1,2,., M-1), (6.3)

sk

where the symbol specifies the complex conjugate.

Owing to this property, only (M-1)/2 space vectors, besides the zero sequence
component, are necessary to represent the set of M real variables.

In following analyses, only the space vectors having an odd subscript
(X, X5, X550, X),5...,X,,_,) Will be utilized.

As a consequence, the relationships (6.1) and (6.2) can be rewritten as:

M
X, _2 x,a"V (h=0,1,3,5,., M-2), (6.4)
M k=1
1 M2
X=X+ Sx, @™, (k=1,2,., M) (6.5)
h=1,3,5,...

In general, each one of the (M-1)/2 space vectors can move arbitrarily in the
corresponding d-q plane, independently from the others.

In the particular case of M-phase systems in balanced and sinusoidal operating
conditions, the space vector X, assumes a special relevance being the only one space

vector different from zero.

On the other hand it is opportune to emphasize that, in the general case, all the (M-1)/2
space vectors and the zero sequence component are necessary to completely describe the
M-phase system, and therefore they have to be absolutely taken into account.

In Chapter 8 it is shown that M-phase machines are capable of developing more torque
for the same amount of copper and iron than equivalent three-phase machines. This
improvement of the torque density can be achieved injecting third harmonic current
components. It should be noted that these current components, producing a third space
harmonic of magnetic field in the air gap that rotates synchronously with the fundamental
space harmonic, are described by a current space vector with index 4 different from 1. For
instance, in five-phase machines the third space harmonic component is related to the
current space vector with 4 = 3.

6.3 Duty Cycle Space Vector Approach

In order to implement any type of control strategy it is necessary to determine a VSI
modulation technique able to synthesize, in each cycle period, (M-1)/2 arbitrary and
independent voltage space vectors. This problem is completely solved in this Section

A schematic drawing of an M-phase VSI supplying a star connected balanced load is
presented in Fig. 6.1.

112



Multi-Phase Inverter
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Fig. 6.1. Structure of a multiphase VSI.

The proposed approach is based on the direct determination of the switching signal S,

of each inverter leg (Fig. 6.1), according to the well known carrier-based PWM approach.
The calculation of the switching signals is repeated in each cycle period T, allowing
any voltage waveform to be easily synthesized.
The switching signals S, (k = 1, 2, ..., M) are obtained comparing a triangular carrier
signal ¢, varying within the interval [0, +1], with M regular-sampled (i.e. assumed
constant in each cycle period) modulating signals m, (k =1, 2, ..., M), as shown in Figs.

6.2 and 6.3.

It should be noted that the modulating signals represent also the duty-cycles of the
inverter legs, and they must satisfy the following constraints:

m,el0,1]  (k=1,2,.., M. (6.6)

Assuming the input/output quantities of the inverter represented by their average
values over the cycle period 7., the value of the modulating signals m; (k= 1, 2, ..., M), in

each cycle period, can be obtained by the following procedure, according to the DCSV

approach.
+1 2 A m
/ l\ / \ m,
myy
0 >
T, c/ t

Fig. 6.2. Carrier and modulating signals.

+
mk‘)?—)O—E-—) Sk

c

Fig. 6.3. Switching signals generation.
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6.4 Relationship between Pole and Load Voltages

For each inverter leg, the following general relationships can be written:
Viv =Vio —Vano» k=1,2, .., M), (6.7)

where v,, and v, are the load and the pole voltages of the k-th phase, respectively.

From the point of view of the multiple space vector representation, according to (6.4),
(6.7) become

L

Vo =vy =2V, (6.8)

v =v/, (h=1,3,5,..., M-2) (6.9)
where v, and v] are the zero sequence components of the load and pole voltages,
respectively, whereas v, and v, are the corresponding /4-th space vectors.

Owing to the assumption of a balanced load, v, is zero, then (6.8) can be rewritten as

Vg =2V, (6.10)

As can be seen, the zero sequence component of the pole voltages does not affect the
load voltages, but determines the voltage v, .

On the other hand, (6.9) emphasizes that the space vectors of the load voltages
coincide with the corresponding space vectors of the pole voltages.

6.5 Definition of Duty Cycle Space Vectors

The pole voltage v,, can be written directly as function of the modulating signals,

leading to
ka :Edc mk? (k:1727 "':M)a (611)

being E,. the voltage of the dc source.

Applying the transformation (6.4) to (6.11) yields

vy = E, m, (6.12)
VhP = Edc n_/lh > (h = 19 39 59"-9 M'z)a (613)
where
2 M
my=—> m 6.14
° M; . (6.14)
M
m, = iz m @ (h=1,3,5,.,M2). (6.15)
M3
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The quantity m, is the zero-sequence component of the duty-cycles, whereas m,

represents the h-th DCSV of the M-phase VSI.
Using (6.9) and (6.13) leads to:

vi=v.m,, (h=1,3,5,..,M=2). (6.16)

Note that the (M-1)/2 space vectors of the line-to-neutral load voltage are directly
proportional to the corresponding DCSVs.

On the other hand, substituting (6.10) in (6.12) yields

V.
I (6.17)
2

As can be seen from (6.16) and (6.17), the zero sequence component of the duty-cycles

does not affect the load voltages, but determines the voltage v .

The duty-cycle zero sequence component m,does not affect the load voltage and then

can be used to determine different modulation strategies and to optimize the input voltage
utilization.

6.6 Generalized Modulation Strategies for M-Phase VSI

The general solution to the modulation problem of an M-phase inverter can be readily
obtained by using the previous relationships.
Let us consider the load voltage space vectors v, . (h =1, 3,5, ..., M-2) known as

reference quantities, i.e. generated by the control algorithm in each cycle period.
Using (6.5) and (6.26) leads to the following fundamental equations:

M=2
m, _1L m, L S Vg @ (k=1,2,3,..., M). (6.18)
2 VC h=1,3,5,...

Equations (6.18) allow the calculation of the modulating signals of all the inverter legs
in each cycle period, following the procedure shown in Fig. 6.4. All the possible PWM
techniques for M-phase VSIs can be derived from (6.18), with an opportune choice of the
zero sequence component my, which represents a degree of freedom. The selection of my,
in each cycle period, should be carried out in order to fully utilize the dc voltage and to
optimize some characteristics of the modulation law, such as the switching frequency and
the output voltage spectrum.

6.7 Voltage Limits

The duty-cycle constraints, given in (6.6), introduce complicated limitations on the
possible values of v, = (\71’,3].,\73’ref.,\75,r4 gores V, M—l)/2,ref) that can be properly synthesized,

in each switching period. In three-phase inverters, this problem involves only the space
vector v, . , and it has been already completely solved.
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Fig. 6.4. Determination of the inverter leg modulating signals on the basis of the DCSV approach.

The duty-cycle constraints are satisfied (i.e., the reference output voltage space vector

can be synthesized) if v, , lies within a prefixed hexagonal region, whose dimension

ref
depends on the dc input voltage.

In multi-phase inverters the general solution of this problem represents a challenging
task, because it concerns all the voltage space vectors v, ., V3 . Vs s oo Va1 8t the

same time. A possible simplification is to consider as variables of the problem only the
magnitudes of the vectors, disregarding the phase angles (i.e., allowing them to assume
any value in the range [0, 2 7 ]).

Taking into account the degree of freedom constituted by m,, the modulation

constraints expressed in (6.6) can be rewritten as
m, —m, <1, (k=1,2,...,M-2) (h=1,2,...,M) (6.19)

Substituting (6.18) in (6.19) and taking into account (6.13), it is possible to transform
the voltage limit problem in the DCSV limit problem, which is independent of E, ,

leading to
3, (@ — @), (i=1,2,....M). (6.20)
h=1,3,5,..M
Using the polar representation, the DCSVs can be expressed as follows:
m, =M,e"™, (h=1,3,5,...,M-2). (6.21)
Taking into account (6.19), after some manipulations, (6.20) can be rewritten as:
. . 1
Z M, sin| 3, —h—ﬂ-(k+i—2) sin h—ﬂ(k—i) <—. (6.22)
h=13.5...M M M 2

The analysis of (6.22), written for each couple (k, 1) (k =1, 2,...,M and i =1,2,....M),
allows the determination of the voltage limit in an explicit form. Taking the worst case
scenario as the reference case allows (6.22) to be rewritten as:
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LM,

h=1,3,5,...M

1
<= (k,i=1,2,...,M). (6.23)

sm{% (k- l-)}

Due to the inherent symmetry, the constraint conditions (6.23) can be summarized in
different forms according to number of phases.

The inequality (6.23) is a exhaustive relationship, it is able to describe the voltage
limits of any type of multi-phase inverter with odd number of phases.

The following sections give prominence to the five and seven phase inverter. This
choice is justified to the fact that five and seven phase systems are the first multi-phase
system with odd number of phase over three. And they are the subject of numerous and
most important study in this sector. Furthermore when the number of phase is very high
the possibility of describing graphically the solution of voltage limits is lost.

6.8 Five-Phase Inverter

For a five phase inverter the modulation constraints expressed in (6.19)-(6.23) become:
m,—m <1, (k=1,2,..,5), (i=1,2,.,5) (6.24)
S, @ -a ) <1, k=1,2,..,9), (i=1,2,..5).(6.25)
h=1,3

m, =[m,|e’™, (h=1,3). (6.26)

Finally equation (6.22) can be write as:

|n—al|si1{/31 —(k+i—2)ﬂ sin[(k—i)%}+|n_13|sin{ﬂ3 —(k+i—2)3%} sin[(k—i)z} <L

5 2

(6.27)

The analysis of (6.27), written for each couple (k, i) (k=1,2,...,5andi=1, 2,..., 5),
allows the determination of the voltage limit in each switching period.

In order to clarify the application of (6.27), the analysis will be focused on some
relevant operating conditions.

A. Motor Drives without Third Spatial Harmonic

In this case the third spatial harmonic of magnetic field in the air gap is not utilized
and the five-phase VSI has to generate balanced and sinusoidal output voltages.

The corresponding DCSVs can be expressed as follows:

=M, e, (6.28)
m, =0. (6.29)

Substituting (6.28) and (6.29) in (6.27) yields
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M, sin[a)t —(k+i- 2)%} sin[(k —i)ﬂ < % , k=1,2,.,5, (i=1,2,..., 5).
(6.30)

Taking the worst condition into account leads to
=0.526. (6.31)

M <£—F
' 2sin(27/5)

The relationship (6.31) represents the well-known voltage limit that can be achieved
provided that an opportune choice of the zero-sequence m, in each switching period, is

taken. If m, is simply fixed to 1/2 (sinusoidal PWM) the voltage limit becomes

M, <05. (6.32)

B. Motor Drives with Third Spatial Harmonic

When the third spatial harmonic of magnetic field in the air gap is considered, the VSI
has to generate balanced but non-sinusoidal output voltages.

The corresponding DCSVs, which must ensure the synchronization of the first and
third spatial harmonics, can be described by the following general expressions:

=M, e, (633)
my = Myl el (634)

Substituting (6.33) and (6.34) in (6.27) leads to

M, Sin{cot - (k +i— Z)E} Sil’l|:(k - i)E} +M; sin[3 ot —@-— (k +i— 2)3—n:| sin{(k - 1)3—n:| < 1
5 5 5 5 2
(6.35)
In this case, the analytical determination of the DCSV limit in explicit form, taking

0.7

0.6
0.5}
0.4

M
0.3

0.2

0.1

0

0 o.‘4 Ao.‘s 6 0.7

Fig 6.5 Validity domains of M, and M; as function of the phase angle ¢
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into account the parameter ¢, is not so easy.

The results obtained using a numerical procedure are summarized in Fig. 6.5. In this
figure the validity domains of M; and M; are shown, for different values of the phase
angle ¢. The range of variation of ¢ is [0°, 180°], because the behavior of M; and M; is
the same for positive and negative values of ¢.

Note that, when M;= 0, the maximum value of M; is equal to the value predicted by
(6.32). This operating condition is represented by the point A in Fig. 6.5.

For small values of the phase angle ¢, an increase in the value of M; causes a reduction
of the maximum achievable value of M;. On the other hand, if ¢ is close to 180°, it is
possible to increase the maximum achievable value of M; up to nearly 0.6 (point C). It is
worth noting that in this operating condition a third harmonic component is present and
cannot be avoided.

C. Multi-Motor Drives

In this case, the DCSVs must be completely independent, with arbitrary behavior,
being related to the first spatial harmonics in the two different machines. In general, they
can be described as follows:

m, =|m,|e’”, (6.36)
my = || e’ . (6.37)

It is very interesting to derive the validity domain of |n_11| and |n_13| regardless of the

values of the phase angles ; and Bs.
Taking into account the worst condition for ; and B3 allows (6.27) to be rewritten as

sin[(k - i)%}

|, | sin{(k—i)ﬂ +|im, | s%, k=1,2,.,5, (=1,2..5).
(6.38)
The five inequalities in (25) can be summarized by the two following simultaneous
constraints:
2

|n_11|sin z +|ﬁ3|sin =z Sl
5 5 2

(6.39)
(27 (7)1
|m1|sm — +|m3|sm — ==
5 5) 2

The corresponding validity domain of |n_11| and |ﬁ3| is represented by the shaded area

in Fig. 6.6.

As can be seen, the validity domain of Fig. 6.6 is the intersection of all the validity
domains shown in Fig. 6.5, for different values of the phase angle ¢.

Note that the square region with dashed boundary represents the validity domain
obtained when using the SVM technique proposed in [7].
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Fig 6.6 Validity domain of |n_11| and |n_13|

This result shows that, using the carrier-based PWM technique together with DCSV
approach makes it possible to extend significantly the voltage limit.

D. Experimental Results

In order to verify the effectiveness of the proposed modulation strategy and to validate
the consistency of the voltage limit analysis some experimental tests have been
performed.

The experimental setup consists of a custom-designed five-phase voltage source
inverter feeding a five-phase symmetrical series-connected R-L passive load (R =22 Q, L
= 1.15 mH). The IGBTs are rated at 30A and 630 V and the dc bus voltage is around 100
V. The control algorithm is implemented in a Digital Signal Processor (DSP)
TMS320F2812. The switching period is 250 ps, corresponding to a switching frequency
of 4 kHz.

The particular modulation strategy adopted for the experimental tests can be
considered as a generalization of the well-known symmetric modulation used with three-
phase inverters. The zero sequence component m, is selected in order to maintain the five

modulating signals centered within the interval [0,1], according to the following
relationship:

max (m, ,...,m; )+ min (m, ,...,m; )=1. (6.40)

The experimental tests have been carried out in four different operating conditions,

TABLE I OPERATING CONDITIONS CONSIDERED IN THE EXPERIMENTAL TESTS

Case 1) Case 2) Case 3) Case 4)
T VAN M, =0.526 M;=0.6 M;=0.6 M, =0.326
m==Me ®, =21 50rad/s | ®; =2n50rad/s| ©,=2n50rad/s | ® =2x 50 rad/s
M;=0.15 M;=0.326
my=Mye el ! M;=0 M;=0 ®3 =27 150 rad/s | @3 =27 20 rad/s
¢=mrad ¢=0rad
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T %L fgan &

Fig 6.7 Experimental test a)Modulating signal m; (5 ms/div), b)filtered load currents i, i3 and is (2
ms/div 1 A/div).)

named Case 1), Case 2), Case 3) and Case 4), as defined in Table I

Case 1) is referred to a five-phase drive without third spatial harmonic, and
corresponds to the point A in Fig. 6.5, which lies on the voltage limit. The results
obtained in the experimental tests are shown in Figs. 6.7

As can be seen in Fig. 6.7 (a), the modulating signal m; remains within its validity
domain, whose boundaries are emphasized by the two horizontal dashed lines. Fig. 6.7 (b)
illustrates the waveforms of the load currents i}, i3 and is, having sinusoidal shape and the
right displacement. The waveforms of the load currents have been filtered using a low
pass filter with a cut-off frequency of 500 Hz in order to cancel the current ripple due to
the switch commutations, and to emphasize the harmonic content in the low frequency
range.

Case 2) corresponds to the point B in Fig. 6.5, which exceeds the voltage limit, as
predicted by the theoretical analysis. The results of the experimental tests are shown in
Figs. 6.8

As expected, the modulating signal m;, shown in Fig. 6.8 (a), exceeds the validity

D& Hodrg 10k ¥ R B i ' : : R

Fig 6.8 Experimental test a) Modulating signal m,; (5 ms/div), b)filtered load currents 7, i3 and is (2
ms/div 1 A/div).)
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L A A 1 1§ e

Fig 6.9 Experimental test a) Modulating signal m, (5 ms/div), b)filtered load currents #;, 7z and is (2 ms/div

1 A/div).)

domain and then, the inverter operates out of the linear modulation region. As can be seen
in Fig. 6.8 (b), the filtered load currents are no longer sinusoidal, but clearly distorted.

Case 3) makes reference to a hypothetical five-phase drive with third spatial harmonic,
and corresponds to the point C in Fig. 6.5, which lies on the voltage limit. The obtained
results are shown in Figs. 6.9.

As can be seen in Fig. 6.9 (a), the modulating signal m; remains within its validity
domain. The filtered waveforms of the load currents i;, i3 and is, which are shown in Fig.
6.9 (b), are not sinusoidal. This is due to the load voltage space vector v,, required to

inject a 150 Hz system of balanced sinusoidal load currents of sequence 3, responsible for
the third spatial harmonic of the magnetic field in the air gap.

Case 4) makes reference to five-phase multi-motor drives and corresponds to point D
in Fig. 6.6. Note that this point lies on the voltage limit.
As expected, the modulating signals m,, m; and m, represented in Fig. 6.10 (a),

remain within their validity domain. Fig. 6.10 (b) shows the filtered waveforms of the

PRSI FITHEEa B T T H H T T Tz

Fig 6.10 Experimental test a) Modulating signal m; (5 ms/div), b)filtered load currents i, i3 and is (2
ms/div 1 A/div).)
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load currents 1;, i3 and is, which are not sinusoidal. This is due to the load voltage space
vector v, required to inject a 20 Hz system of balanced sinusoidal load currents of

sequence 3, responsible for the first spatial harmonic of the magnetic field in the air gap
of the second machine.

6.9 Seven Phase Inverter

For a seven phase inverter the modulation constraints expressed in (6.19)-(6.23)
become:

mo—m <1, (k=1,2,..,7), (i=1,2,..,7) (6.41)
S, @ -a ) <1, (k=127 (21,27, (642)
h=1,3

m, =[m,|e”, (h=1,3,5). (6.43)

Finally equation (6.22) can be writen as:

(6.44)

The analysis of (6.44), written for each couple (k, i) (k=1, 2,..., 7and i =1, 2,..., 7),
allows the determination of the voltage limit in each switching period.

In terms of DCSVs, the goal is the determination of constraints that relate the
maximum magnitudes of the three DCSVs one to the other, independently of their phase
angles. these constraints can be expressed as follows:

|n_1l | sin Z] + |ﬁ3 | sin(3—”j + |n_15 | sin[z—ﬂj
7 5 5

|f% |sin 2—”} |m |sin(£j +|1% |sin(3—ﬂj
‘ 7 A7) 5

|n_1l | sin 3—”} + |n_13 | sin(z—”j + |n_15 | sin(ﬁj
7 7 5

The DCSV limits can be represented from the geometric point of view by introducing

IN

IA
= N = =

(6.45)

A

, M3=|n_13| and M5=|n_15| as Cartesian

a three-dimensional space, having M1=|n_11

coordinates, arranged so as to form a right-handed coordinate system. In this space, it is
possible to define a region of linear modulation. Each point of this region has coordinates
M, M; and Ms, which satisfy the constraint conditions represented by (6.45)).
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Table II COORDINATES OF SPECIFIC POINTS OF THE REGION OF LINEAR MODULATION

P1 | P31 P3 P53 P5 | P15 P135
M1 | 0.513 | 0.158 0 0 0 | 0.443  0.228
M3 0 | 0.443 | 0.513 | 0.158 0 0 0.228
M5 0 0 0 | 0443 | 0.513 | 0.158 | 0.228

When, in a switching period, the three reference voltage space vectors v, ., v, . and
Vs, Trequire three DCSVs (m,,m; and m;) whose magnitudes M;, M; and Ms define a
point within this region, then the seven modulating signals m, (k =1, 2, ..., 7) will
certainly satisfy the constraint conditions (6.6), provided that a suitable value for m, is
chosen. This means that the three reference voltage space vectors can be properly
synthesized. On the contrary, when the point associated to M;, M; and M5 is out of the
region of linear modulation, the modulating signals cannot satisfy (6.6) leading, in this
case, to over-modulation conditions.

The inequalities (6.45) describe three portions of space that they are delimited by the
equations (6.46).

3 2
M, sin z + M, sin hkid + M sin il
7 5 5

M, sin 27 + M, sin z + M sin 3z
7 7 5
M, sin 37 + M, sin 2z + M sin z
7 7 5

Equation (6.47) set the framework within which (6.46) defines the voltage limits of a

= W= ]

(6.46)

M»\

Fig 6.11 Voltage limits of seven phase inverter, 3D representation
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Fig 6.12 Voltage limits of seven phase inverter

seven phase inverter:

M, =|m|=0
M, =|m;| 20 (6.47)
Mg =|my|>0

Fig 6.11 and 6.12 describe graphically the equations (6.46), (6.47).
Table II describe the coordinate of the specific points that they defined the linear
modulation limits for a seven phase inverter

6.10 General theory of Space Vector Modulation

In the Chapter 2 was described the Space Vector Modulation (SVM) for three phase
inverter. In this section a generalization of same concepts will be presented to achieve a
general definition of SVM for any multi-phase systems with odd number of phases and
to obtain a very flexible modulation strategy that allows the full exploitation of the dc
input voltage, and the simultaneous modulation of voltage space vectors in different d—q
planes.

In order to find a modulation technique that can synthesize the voltage space vectors of
all the d-q planes simultaneously the analysis carried out on bi-dimensional planes should
be abandoned in favor of a multidimensional point of view, that can be already found to
some extent in some recent papers [21]. According to this new approach, the output
voltages of the inverter are represented by a multidimensional vector V, which is defined

as follows:
‘71
v=|" (6.48)
vM -2

where v, (k=1,3,...,M-2) are the multiple space vectors.

The concept of sector used for three-phase inverters can be extended to the concept of
multidimensional sector. The space (with M-1 dimensions) is divided in M! (factorial M)
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multidimensional sectors and the vectors of each sector can be expressed as a
combination of M-1 adjacent multidimensional vectors (i.e. differing one another only in
the state of one inverter branch), as follows:

V=6V" +..+65, V¥ (6.49)

In literature the duty-cycles for the SVM of a M-phase inverter are generally calculated
solving a set of linear equations obtained from (6.49). Although this approach is
theoretically correct, it is not optimal from a computational point of view, because the
coefficients of the linear equations depend on the voltage sector and have to be
recomputed each time.

A more elegant solution can be proposed by extending the concept of "reciprocal

vector" seen for tree-phase inverters. Given the multidimensional vectors AR , ...,V(M’l) ,

it is possible to find the reciprocal vectors W | ... W™™ that satisfy the following

constraints for each h=1,...,M-1:
w .y =1, (k=1,..., M-1) (6.50)
w® .y =0, (k=1,..., M-1, ksh) (6.51)

where the dot product between multidimensional vectors is calculated by summing the
result of the dot products of the corresponding multiple space vectors.

Equation (6.50) and the M-2 equations in (6.51) form a set of M-1 linear equations

where the unknown are the M-1 scalar components of W% If the vectors \_/(l), e

V™™ are linearly-independent, this set of equations has one and only one solution.

This procedure can be repeated M-1 times, for h=1,...,M-1, thus leading to M-1

reciprocal vectors W(l), . w
The usefulness of the reciprocal vectors is evident in the calculation of the duty-cycles
in (6.49). In fact, supposing that W, ..., W™ are the reciprocal vectors of Vv, ...,
v each duty-cycle can be calculated simply with a dot product, similarly to the
three-phase case, as follows:
8, =V, WY, (k=1,..,M-1) (6.52)

where V  is the desired multidimensional voltage vector.

The main advantage of reciprocal vectors is that they can be calculated off-line and
stored in look-up tables depending on the multidimensional sector, thus improving the
computation efficiency. For this purpose, it is possible to demonstrate by applying (6.51)-
(6.52) that the reciprocal vectors can be expressed in the following form:

. .
W, =— , (i#jandi,j=1,....M). (6.53)
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From (6.53) it follows that there are M(M-1) different vectors W, ., but it is sufficient

e
to store in look-up tables only half of them, because the vectors reverse if the subscripts
are swapped, as follows:

W, =-W,,. (6.54)

Likewise the active multidimensional vectors V", ..., v

depend on the sector in which the desired voltage vector is placed, and therefore can be
stored in a look-up table depending on the sector number.

, the reciprocal vectors

6.11 Identification of the Sector Number

In the traditional implementation of SVM some quantities, such as the switching
configurations or the coefficients used for the calculation of the duty-cycles, are stored in
lookup tables that are quickly accessed using the sector number as an index.

In this section, the identification of the sector number will be examined more in
details.

A. ldentification of Sector for Three Phase VSI

The determination of the sector S of the reference vector, with modern floating-point
DSP or high-frequency fixed-point DSP, is very simple for three-phase inverters because
it is sufficient to calculate the argument 0 of v, using inverse trigonometric functions.

Assuming 0 in the range 0° < 0 <360°, the sector number is given by:

(6
S = 1nt(600j (6.55)

where the function int(- ) provides the integer part of the argument.

Another method to determine the sector of the reference vector is explained hereafter.
This method can be used also for low-cost fixed point DSP, due to the fact that it does not
require the evaluation of any inverse trigonometric function, but only the calculation of
dot products.

The main idea is that each sector can be represented univocally as the intersection of
three half-planes. For example, Fig. 6.13 shows that Sector 1 is the intersection of the
three half-planes highlighted in gray.

To check if the reference voltage vector lies in a certain sector, it is sufficient to verify
that it belongs to the three half-planes whose intersection is the given sector. This result is
very powerful, since it is straightforward to check whether the reference voltage vector

AR XY

Fig. 6.13 - Representation of Sector 1 as intersection of three half-planes.
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belongs to three half-planes or not by calculating the logic functions L, (k =1, 2, 3)

defined as follows:

1 ifv, -u >0
o f Vigr 1y (6.56)
0 otherwise
where u, (k=1,2,3) are defined as follows:
2z
_ J—(k=1)
u, = je ? (k=1, 2, 3). (6.57)

All vectors placed in the same sector lead to the same values of the logic functions L, ,

so it is possible to state that each sector is univocally identified by a sector code, i.e., a
tern of logic values (L,,L,,L,).

This result is clearly shown in Fig. 6.14, where the correspondence between sector
numbers and sector codes is shown.
Furthermore, Fig. 6.14 shows also the three vectors u,, u,, and u, defined by (6.57).

It is worth noting that vectors u,, u,, and u, represent a subset of the reciprocal vectors

that can be found by applying (6.53) in the case of three-phase inverters.

After the calculation of L, with (6.56), the sector of v . can be identified by using

ref
Table III that relates the sector codes (L,,L,,L,) to the sector numbers. The entries of

Table III have been ordered so that the sector code, interpreted as a binary number and
converted to its decimal representation, can be used as the address for identifying the
table entry of the sector number

B. Sectors in Multi-Phase Inverter

The identification of the sector of a multidimensional voltage vector is not as
immediate as in the three-phase case, because the orientation of the multidimensional
sectors in the space cannot be traced back to a simple principle.

The solution to this problem can be found by extending the method of space
partitioning presented for three-phase VSI.

It can be demonstrated that a multidimensional sector of a M-phase inverter is the
intersection of M(M — 1)/2 half-spaces at most.

The logic functions that express the belonging of the reference multidimensional
vector to an half-space can be written as follows:

TABLE III SECTOR NUMBER AS FUNCTION OF SECTOR BINARY CODE

L3L,L (decimal) 1 2 3 4 5 6
L4651 (binary) 001 | 010 | O11 | 100 | 101 | 110
sector 2 4 3 6 1 5
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AT
(0,0,1)| sector 2

(0,1,1)
sector 3

(0,1,0)

1/72 sector 4. (1,1,0)

sector 6
sector 5

Fig. 6.14 Relationship between sector numbers and sector codes for three-phase inverters, and
representation of the voltage vectors u,, #, and u, in the d-q stationary reference frame.

. I<i<j<M (6.58)

i

1 if Vref -Wij >0
0 otherwise

where w, are the same vectors introduced in (6.53).
Once the logic functions L, , have been calculated, it is possible to concatenate them

thus creating a binary code with M(M — 1)/2 bits that can be compared with the sector
codes of the M! multidimensional sectors.

It is worth noting that the identification of the multidimensional sector can be a time-
expensive process, since it requires M! comparisons. In order to improve the computation
efficiency, it is convenient to treat the sector codes as decimal numbers, to sort them in
ascending or descending order and to apply a binary search algorithm.

6.12 Generation of Lookup Tables

The implementation of SVM for multiphase inverters usually requires that the inverter
configurations and the reciprocal vectors are stored in lookup tables. However, the
determination of these lookup tables could seem rather complex for multiphase inverters
since it is not possible to find a intuitive graphical

A method to solve this problem is to exploit the equivalence principle between carrier-
based PWM and SVM that is illustrated hereafter.

A. Equivalence between Carrier-Based PWM and SVM

It is well known that carrier-based PWM and SVM are intrinsically equivalent for
three-phase inverters. Whereas the carrier-based PWM determines the duty-cycle of each
inverter branch, SVM determines the inverter configurations and their application times.
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TABLE IV RELATIONSHIP BETWEEN SECTORS AND ORDERING OF BRANCH
DUTY CYCLES IN TRADITIONAL THREE PHASE INVERTER

Sector 1 ORDERING
1 m, 2m, 2 ms
2 m, 2m, 2 ny
3 m, =my 2m,
4 my=>m, =2m,
5 my2m, 2m,
6 m, 2my; 2m,

This equivalence is clearly shown in the example of Fig. 6.17. It is shown that the
sequence of vectors obtained with SVM for the case of Fig. 6.17 can be deduced also with
PWM when m1>m2>m3.

Initially, a zero vector is applied to the load, since all command signals s (k =1, 2, 3)
are zero. Since m;>m; and, consequently, s; turns on before s, the first active vector
applied to the load is v,, whose configuration is (001). The second active vector is V,,
with configuration (011), followed by a zero vector with configuration (111). Finally,
these same vectors complete the period, but they are applied in reverse order.

It is obvious that this result, now stated for vector lying in Sector 1, can be elevated to
a general principle, namely, each set of modulating signals m,, m,, and m, can be related
to an equivalent sequence of space vectors, as if it were generated with SVM, and vice
versa.

The equivalence between SVM and carrier-based PWM for three-phase inverters
allows an interesting interpretation of the concept of sector used in SVM. It has just been
shown that the vectors in Sector 1 leads to command signals satisfying the conditions
m,> m,> m,. Likewise, the vectors of Sector 2 are characterized by command signals

with m,> m;> m3. In other words, it is possible to associate each sector to a specific
ordering of the duty-cycles m,, m,, and m,, as illustrated in Table IV.

The equivalence between carrier-based PWM and SVM turns out to be true also for
multiphase inverters. According to this point of view, the vectors of the multidimensional
Sector 1 are those that satisfy the following constraints:

m; 2m, >..2m, (6.59)
whereas the other sectors are characterized by a different ordering of the duty-cycles of
the inverter branches. There are M! different ordering of m,, m,, ..., m,,, hence there

are also M! different sectors.
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B. Look-Up Table

The calculation of the lookup tables used in SVM can be made by exploiting the
equivalence principle.
It is necessary to consider all the M! orderings of m,, m,,..., m,,. As previously

explained, each of them can be correlated to a unique multidimensional sector. For each

ordering, it is possible to determine the sequence v",..., v

of the multidimensional
vectors applied to the load by examining the configuration sequence produced by the
corresponding carrier-based modulation.

Finally, (6.50) and (6.51) allow one to calculate the reciprocal vectors.

All these values can be stored in a lookup table that can be accessed using the sector

number as an index.
C. Case Study: Five Phase Inverters

To illustrate the proposed approach, the lookup table for the implementation of SVM
for a five-phase inverter is shown in Table V. The column entitled “Sector code” reports
the sector codes calculated with the algorithm proposed in Section IV. The sector codes
are in the form (Las, L3s, L3a, Los, Loa, Los, Lis, Lia, Li3, Li2) and have been converted to
decimal numbers to save space.

The third column of Table V shows the sector number, which varies from 1 to 120.

The column Cl1,...,C4 reports the four inverter configurations corresponding to the
multidimensional space vectors that must be selected in each sector. These configurations
are in the form (ss, s4, S3, S2, 81) and have been converted to decimal numbers. It is worth
noting that the list of configurations is ordered, since two consecutive configurations
differ only for the state of one bit.

Finally, the column R1,..., R4 shows the reciprocal vectors that must be used for the
calculation of the duty-cycles. The values of these entries, which refer to Table V, vary
from —10 to +10. A negative number means that the subscripts of the reciprocal vector of
Table IV must be swapped. The indexes i and j in Table V refer to the same indexes in
(16). The implementation of the proposed algorithm with a DSP requires that Tables IV
and V are stored in the DSP memory.

After the calculation of the logic functions (6.58), the sector code can be calculated as
follows:

TABLE IV - LOOK UP TABLE OF THE RECIPROCAL VECTORS

Subscript j
2 3 4 5
5 1 o, O, O, O,
5 2 Ow,, | Ow, | Ow,
z 3 O, | Ow,.
4 Ow,.
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Sector code = L,;2° + L, ;2% + L, 2" +...+ L,,2° (6.60)

It is worth noting that the calculation of (6.60) is usually very fast using binary
numbers, since it can be done with left logical shift and bitwise operations.

To find the multidimensional sector, the sector code (6.60) has to be compared to the
sector codes of Table V by using the binary search algorithm. In this way, it is possible to
identify the reciprocal vectors needed for the calculation of the duty-cycles and the
inverter configurations.

TABLE V - LOOK UP TABLE FOR SVM OF 5-PHASE INVERTERS

Sector Sector
1d. Code Number C1,C2,C3,C4 R1,R2,R3,R4
1 0 65 16,24,28,30 -10,-8,-5,-1
2 1 56 16,24,28,29 -10,-8,-2,1
3 3 25 16,24,25,29 -10,-3,2,-5
4 7 26 16,17,25,29 -4,3,-8,-5
5 15 27 1,17,25,29 4,-10,-8,-5
6 16 96 16,24,26,30 -10,-6,5,-2
7 18 105 16,24,26,27 -10,-6,-1,2
8 19 16 16,24,25,27 -10,-3,1,5
9 23 15 16,17,25,27 -4,3,-6,5
10 31 14 1,17,25,27 4,-10,-6,5
11 48 95 16,18,26,30 -7,6,-8,-2
12 50 106 16,18,26,27 -7,6,-3,2
13 54 115 16,18,19,27 -7,-13,-8
14 55 6 16,17,19,27 -4,1,6,-8
15 63 7 1,17,19,27 4,-7,6,-8
16 112 94 2,18,26,30 7,-10,-8,-2
17 114 107 2,18,26,27 7,-10,-3,2
18 118 114 2,18,19,27 7,-4,3,-8
19 126 113 2,3,19,27 -1,4,-10,-8
20 127 8 1,3,19,27 1,7,-10,-8
21 128 66 16,20,28,30 -9,8,-6,-1
22 129 55 16,20,28,29 -9,8,-3,1
23 133 46 16,20,21,29 -9,-2,3,-6
24 135 35 16,17,21,29 -4,2,8,-6
25 143 34 1,17,21,29 4,-9,8,-6
26 160 75 16,20,22,30 -9,-5,6,-3
27 164 76 16,20,22,23 =9=5,=013
28 165 45 16,20,21,23 -9,-2,1,6
29 167 36 16,17,21,23 -4,2,-5,6
30 175 37 1,17,21,23 4,-9,-5,6
31 176 86 16,18,22,30 -7,5,8,-3
32 180 85 16,18,22,23 -7,5,-2,3
33 182 116 16,18,19,23 -7,-128
34 183 5 16,17,19,23 -4,1,5,8
35 191 4 1,17,19,23 4,758
36 240 87 2,18,22,30 7,-9,8,-3
37 244 84 2,18,22,23 7,-9,-2,3
38 246 117 2,18,19,23 7,-42,8
39 254 118 2,3,19,23 -1,4,-9.8
40 255 3 1,3,19,23 1,7,-9.8
41 384 67 4,20,28,30 9,-10,-6,-1
42 385 54 4,20,28,29 9,-10,-3,1
43 389 47 4,20,21,29 9,-4,3,-6
44 397 48 4,5,21,29 -2,4,-10,-6
45 399 33 1,5,21,29 2,9,-10,-6
46 416 74 4,20,22,30 9,-7,6,-3
47 420 77 4,20,22,23 9,-7,-1,3
48 421 44 4,20,21,23 9,-4,1,6
49 429 43 4,5,21,23 -2,4,-1,6
50 431 38 1,5,21,23 2,9,-7,6
51 480 73 4,6,22,30 -5,7,-10,-3
52 484 78 4,6,22,23 -5,7,-4,3
53 492 79 4,6,7,23 -5,-1,4,-10
54 493 42 4,5,7,23 -2,1,7,-10
55 495 39 1,5,7,23 2,-5,7,-10
56 496 88 2,6,22,30 5,9,-10,-3
57 500 83 2,6,22,23 5,9,-4,3
58 508 82 2,6,7,23 5,-2,4,-10
59 510 119 PASNA28 -1,2,9,-10
60 511 2 1,3,7,23 1,5,9,-10
61 512 64 8,24,28,30 10,-9,-5,-1
62 513 57 8,24,28,29 10,-9,-2,1
63 515 24 8,24,25,29 10,-4,2,-5
64 523 23 8,9,25,29 -3,4,-9,-5
65 527 28 1,9,25,29 3,10,-9,-5
66 528 97 8,24,26,30 10,-7,5,-2
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67 530 104 8,24,26,27 10,-7,-1,2
68 531 17 8,24,25,27 10,-4,1,5
69 539 13 8,0,25,27 -3,4,-7,5
70 543 13 19,2527 3,10,-7,5
71 592 98 3,10,26,30 6,7,-9,-2
72 594 103 8,10,26,27 6,7,-42
73 602 102 8,10,11,27 6,-1,4,-9
74 603 19 8,9,11,27 3,1,7,9
75 607 12 1,9,11,27 3,-6,7,-9
76 624 93 2,10,26,30 6,10,-9,-2
77 626 108 2,10,26,27 6,10,-4,2
78 634 109 2,10,11,27 6,-3,4,-9
79 638 112 2,3,11,27 1,3,10,-9
80 639 9 13,11,27 1,6,10,-9
81 768 63 8,12,28,30 8,9,-7,1
82 769 58 8,12,28.29 8,9,-4,1
83 777 59 8,12,13,29 8,-2,4,-7
84 779 22 8,9,13,29 3,297
85 783 29 1,9,13,29 3,-8,9,-7
86 832 62 8,12,14,30 -8,5,7,-4
87 840 61 8,12,14,15 -8,5,-1,4
88 841 60 8,12,13,15 -8,2,1,7
89 843 21 8,0,13,15 -32,-5,7
20 847 30 1,9,13,15 3,-8,-5,7
91 848 99 8,10,14,30 -6,5,9,-4
92 856 100 8.,10,14,15 6,5.-2,4
93 858 101 8.10,11,15 6,-1,2,9
94 859 20 8.9.11,15 -3,15,9
95 863 11 1.9.11,15 3,-6,5.9
% 880 92 2,10,14,30 6,-8,9,-4
97 888 91 2,10,14,15 6,-8,-2,4
% 890 110 2,10,11,15 6,-3,2,9
99 894 111 2,3,11,15 -1,3,-8,9
100 895 10 13,11,15 1,6,8,9
101 896 68 4,12,28,30 8,10,-7,-1
102 897 53 4,12,28,29 8,10,-4,1
103 905 52 4,12,13,29 8,-3,4,-7
104 909 49 45,1329 2,3,10,-7
105 911 32 1,5,13.29 2,8,10,-7
106 960 69 4,12,14,30 8,-6,7,-4
107 968 70 4,12,14,15 8,-6,-1,4
108 969 51 4,12,13,15 8,-3,1,7
109 973 50 4,5,13,15 23,67
110 975 31 1,5,13,15 2,8,6,7
111 992 72 4,6,14,30 56,10,-4
112 1000 71 4,6,14,15 5,6,-3,4
113 1004 30 4,6,7,15 5-1,3,10
114 1005 41 4,5,7,15 2,1,6,10
115 1007 40 1,5,7,15 2,-5,6,10
116 1008 89 2.6,14,30 5,8,10,-4
117 1016 90 2.6,14.15 58,34
118 1020 31 2,6.7,15 5-2,3,10
119 1022 120 2.3.7,15 1,2,8,10
120 1023 1 137,15 1,5,8,10

6.13 Remarks on the Proposed SVM Algorithm

The main advantages of the proposed algorithm are:

i) its generality, since it can be theoretically adopted for an M-phase inverter

(provided that M is an odd number);

1) its capability to generate the whole set of the admissible output voltages and not

only a reduced set; and

ii1) its formal similarity with the three-phase SVM.

Several papers have been published on SVM of multiphase inverter, and some of them
have obtained remarkable results, for example, showing the capability of the maximum
voltage transfer ratio of about 0.6 for five-phase inverters. This result has been obtained
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by adding a small contribution of a third-harmonic component on the phase voltage [4],
[5], synchronized with the fundamental component.

The wide majority of these papers is based on the idea that the selection of the inverter
configurations can be made by correlating them to the positions (i.e., the sectors) of the
multiple voltage vectors in the different d—q planes.

However, this concept could be somehow restrictive, as the following example
demonstrates for five-phase inverters. Fig. 6.15 shows the admissible voltage vectors in
the planes d;—q; and d;—qs; of a five-phase inverter. If the desired output phase voltages
are v,, >v,, >v, >v, >V , then the configurations selected by the proposed SVM

algorithm and by the carrier-based PWM algorithm are those inside the black rectangles.
As shown, these configurations do not delimit any specific sector in the d—q planes and
therefore it is not possible to derive a simple rule for their determination.

The algorithms based on the analysis carried out in separate d—q planes are not able to
synthesize these voltages, although they work perfectly for the synthesis of sinusoidal or
little distorted voltages. In other words, they give more priority to vectors in the plane d,—
qi over vectors in plane d;—q3.

More general results can be obtained with the methods proposed in [14] and [21] that
can independently synthesize voltage vectors in more than one d—q plane, but needs more
computational time, since both [14] and [21] require a sort algorithm.

It is worth noting that the most recent theories of SVM for multiphase inverter to some
extent involve some CPU demanding tasks.

In the proposed modulation strategy, the most time consuming part is certainly the
binary search algorithm, since (6.52) and (6.58) are mainly dot products that can be
executed very quickly on modern DSP, optimized for multiply-and accumulate
operations. This binary search algorithm requires ceil (log,(M!)) comparisons at most

for a M-phase inverter (the ceil function returns the smallest integer number that is greater
or equal to the specified argument). For example, in the case of a five-phase inverter, the
binary search requires seven comparisons. Instead, assuming that the sort algorithm used
in [14] is a bubble sort (usually adopted for its efficiency when the number of elements is

A

s
ootlo 41 10100 43 10101

01110

01100 10011

11100 10001

11000 11001

Fig. 6.15. Multiple space vectors of a five-phase inverters, represented in planes d;-q; and ds-qs.
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TABLE VI VALUES OF v, ref AND V, ref CONSIDERED IN EXPERIMENTAL TEST

A B C D
Vi | 50V, 50 Hz 0 30V,50Hz | 60V,50Hz
V3,ref 0 50V,50Hz |30 V,150Hz | 15V, 150 Hz

very small), the sorting algorithm for a five-phase inverter involves ten comparisons and,
at worst, also as many swaps of variables. Obviously, this result is far from proving that
the proposed algorithm is faster or better than that of [14] that is suitable also for
multilevel inverter, since the complexity should be related also to the available hardware,
e.g., DSP or FPGA, its features and also on the capability of the programmer.

6.14 Experimental Results for Look-Up Table Solution

To verify the effectiveness of the proposed modulation strategy some experimental
tests have been carried out.

The experimental setup consists of a five-phase voltage source inverter feeding a five-
phase symmetrical series-connected R-L load. The load parameters in nominal condition
are 11.5 Q and around 11 mH. The dc bus voltage is around 100 V. The control algorithm
is implemented in a DSP TMS320F2812 and an Altera FPGA Cyclone EP1C6. The
switching period is 100 ps, corresponding to a switching frequency of 10 kHz.

The total computational time of the SVM algorithm is lower than 20ps. The
calculation of the logic functions requires about 5 s, the binary search algorithm about
12 ps and the calculation of the duty-cycles about 2 ps.

With reference to the demanded voltages, four cases will be considered, namely, A, B,
C, and D. The corresponding values of v, . and v, tare summarized in Table VI.

These cases have been selected to show that the proposed modulation technique is able
to generate the reference multiple voltage vectors in the most critical operating
conditions.

Fig 6.16 Experimental result. Waveform (top, 2 A/div) of the load currents and (bottom, 40 V/div) of
the phase voltage in the condition A.
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Fig 6.17 Experimental result. Behavior of the inverter in the condition A. (From top to bottom) Load
current (5 A/div), sector number (60/div), entry address of Table III (60/div), and index R1 of the first
reciprocal vector (5/div).

Fig. 6.16 shows the waveforms of a load current and of the corresponding phase
voltage in the condition A, when a voltage reference vector of 50 V is rotating at 2n50
rad/s in plane d;—q;, whereas the voltage reference vector in plane d;—q3; is zero. As
shown, the waveforms are nearly sinusoidal, except for the current ripple due to the
switching process, and the load phase voltage exhibits the typical nine-level waveform
(0,%=1/5Eqe, =2/5Eqc, . . . ,=4/5Eq.).

Fig. 6.17 shows the behavior of the five-phase inverter in the same operating
condition. In particular, tracks 2, 3, and 4 show the sector number, the entry address in
Table V, and the index R1 of the reciprocal vector used for the calculation of the first
duty-cycle. It is evident that the sector number assumes ten different values in a period.
Curiously, its waveform is not regular even in this simple case, because it often jumps
from a value to another value that is not adjacent.

Finally, Fig. 6.18 shows the waveforms of the duty-cycles 6;, 02, 03, and &4 for the
same case of Figs. 6.17 and 6.16. It is interesting that the waveforms of d; and 64 or 6,
and 03 are nearly opposite.

Fig. 6.19 shows the behavior of the inverter in condition B, when only the voltage

04 in condition A (2 ms/div).
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Fig 6.19 Experimental result. Behavior of the inverter in the condition B. (From top to bottom) Load
current (3 A/div), sector number (60/div), entry address of Table III (60/div), and index R1 of the first
reciprocal vector (5/div).

vector in plane d;—qs; is not zero. As shown, the signals representing the sector number,
the table entry and the reciprocal vector index are very different from those of Fig. 6.20,
and this means that new voltage vectors are involved in the modulation process.

Afterward, some tests have been carried out to verify the capability of the proposed
SVM to generate simultaneously multiple voltage vectors in the planes d;—q; and d;—qs.

Fig. 6.20 shows the behavior of the inverter in the condition C, when a voltage
reference vector of 30 V is rotating at 2z 50 rad/s in plane d;—q; and a voltage reference
vector of 30 V is rotating at 2z 150 rad/s in plane d;—qs.

The first trace of Fig. 6.20 shows the current waveform, which is evidently distorted
by the presence of the third harmonic component. The other traces are the sector number,
the entry address in Table V, and the index R1 of the first reciprocal vector. The
waveforms of the duty-cycles corresponding to the operating condition of Fig. 6.20 are
shown in Fig. 6.21 which highlights that 82 and 63 are now very similar.

Finally, Fig. 6.22 shows the behavior of the inverter in the condition D, that
corresponds to the maximum phase voltages.

Fig 6.20 Experimental result. Behavior of the inverter in the condition C. (From top to bottom) Load
current (3 A/div), sector number (60/div), entry address of Table III (60/div), and index R1 of the first
reciprocal vector (5/div).
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Fig 6.21 Experimental result. Waveform of the duty-cycles d1, . . ., 04 in the condition C.

Fig 6.22 Experimental result. Behavior of the inverter in the condition D. (From top to bottom) Load
current (3 A/div), sector number (60/div), entry address of Table III (60/div), and index R1 of the first
reciprocal vector (5/div).

As shown, the load current are remarkably distorted also in this case by the presence of
a significant third harmonic component.

6.15 Space Vector Modulation for a Multi-Phase Inverter: Solution
Based on Ranking Functions

The solution of SVM explained in the previous subsection requires the execution of a
sorting algorithm, the calculation of the duty-cycles and the calculation of the switching
configurations.

In the previous implementation of SVM some quantities, such as the switching
configurations or the coefficients used for the calculation of the duty-cycles, are stored in
look-up tables, that are quickly accessed using the sector number as an index.

Therefore, to adopt this methodology with multiphase inverters, it is necessary to
identify the sector of the multidimensional vector with a unique number.
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This can be done by introducing the concept of ranking function R(p), i.e. a bijective
algorithm that takes as input a permutation on the set {1, 2, ..., M} and produces a
number in the range {0, ..., M!-1}.

The traditional approach to this problem is to first choose an ordering criterion for
permutations. Then the rank of a permutation is simply defined as the number of
permutations that precede it according to this ordering criterion.

The two most used ranking functions are the lexicographic ranking function Rjex and
the Steinhaus- Johnson-Trotter (SJT) ranking function Rg;r [23],[24].

When a ranking function is applied to the ordering permutation p(k) (k=1,2,...,M), the
result is a unique number in the range [0,M!-1], that can be used to identify the
corresponding multidimensional sector.

The algorithms for the ranking functions Riex and Rgjr are shown in Fig. 6.26 and Fig.
6.27, respectively.

The algorithm are written using MATLAB language. In both algorithms, p is the array
of M elements that represents the permutation function. The variable r is the return
variable containing the rank of p.

A detailed explanation of these ranking functions is beyond the scope of this treatment.
A theoretical background can be found in [23]-[24].

A. Lexicographic Ranking Function

The lexicographic order is based on the familiar idea as the ordering of words in
dictionaries, provided that letters are replaced by numbers.

According to this ordering principle, for example, the permutation (1,2,3) comes
before the permutation (1,3,2), likewise the word "ABC" comes before the word "ACB"
in a dictionary.

function r=rank_LEX(p.M)
=0 % initialize the result variable
f=1 % initialize the factorial variable
fori=m-1:-1:1
c=0
for j=1+i:M % Look for permutations that
ifpli>p() % comes before the given
c=c+1 % permutation p
end
end
f=f*(M-) % Update the factorial variable
r=r+c*f % Update the result
end

Fig 6.23 Matlab code for the lexicographic ranking function

B. Steinhaus- Johnson-Trotter Ranking Function

The SJT ordering is based on the idea that two consecutive permutations should differ
only by a transposition of two elements. For example, the six permutations of three
objects {1, 2, 3}, according to the SJT algorithm, could be listed in the following order:

(1,2,3), (2,1,3), (2,3,1), (3,2,1), (3,1,2), (1,3,2)

This ordering is just one of the possibilities and it is characterized by the fact that the
number 1 “sweeps” from left to right, and then right to left, through each of the six
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function =rank_SJT(p.M)
q=zeros(M.1) % Temporary array
for n=1:M-1 % q(n) is the number
k=1 % of objects in the
forj=1:M % permutation p
if pli)=n % that are greater
k=k+1 % than n and on its
elseif p(j)==n % left
break
end
end
aln)=k
end
=0
for n=M-1:-1:1
if bitand {uint8(r).1) % Update the result
r={M-1-n+2)*r+M-n+1-q(n) % for an odd rank
else
r=(M-1-n+2)*r+q (n)-1 % for an even rank
end
end

Fig 6.24 Matlab code for the SJT ranking function

permutations. When the position of 1 becomes extreme (either at the right or left), then
recursively an adjacent transposition is done between two of the remaining numbers.

As can be seen from Fig. 6.24, the SJT algorithm is more time-consuming than the
lexicographic one and therefore it does not offer any advantage in this context. However,
it is notable that applying the SJR algorithm to three-phase inverters leads to the
traditional numeration of the sectors, shown in Table II (provided that the sector numbers
are in the range {0,1,...,5} instead of {1,2,...,6}).

Fig 6.25 Experimental test. Behavior of the seven
phase inverter when all the reference multiple
vectors are zero except vl. (a) Waveform of
currents i1, i3 and i5 (4A/div) and sector index
(3000 sectors/div) calculated with lexicographic
ranking function (Sms/div). (b) Waveform of
currents i1, i3 and i5 (4A/div) and sector index
(3000 sectors/div) calculated with STJ ranking
function (Sms/div) (c) Waveforms of the duty-
cycles 8, 6, 83 and 64 (2ms/div).

c)
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6.16 Experimental Results for Algorithm Solution

Some experimental tests have been carried out to verify the effectiveness of the
proposed modulation strategy.

The experimental setup consists of a seven-phase voltage source inverter feeding a
seven-phase symmetrical series-connected R-L load. The load parameters in nominal
condition are 10.5  and around 0.4 mH. The dc bus voltage is around 110 V. The control
algorithm is implemented in a DSP TMS320F2812 and an Altera FPGA Cyclone EP1C6.
The switching period is 100 ps, corresponding to a switching frequency of 10 kHz.

Fig. 6.25 shows behavior of the seven-phase inverter when a voltage reference vector
of 50 V is rotating at 2w 50 rad/s in plane d;-q;, whereas the voltage reference vector in
the other planes is zero. Fig. 6.25(a) and 6.25(b) show the waveforms of the currents i,

i; and i,. The lower trace in both figures is the sector number, calculated with the

lexicographic ranking function and the SJT ranking function. As can be seen, the sector
number assumes fourteen different values in a period. However its waveform is not
regular even in this simple case, because it often jumps among non-contiguous values.

Fig.6.28 (c) shows the waveforms of the duty-cycles 61, 82, 63 and 64. It is interesting
to note that in this case the duty-cycles appear to vary linearly during the fundamental
period, and they form two groups, one with phase opposite to the other.

Fig. 6.26 shows the behavior of the inverter when a voltage reference vector of 30 V is
rotating at 2w 50 rad/s in plane d;-q;, a voltage reference vector of 15 V is rotating at 2w

Fig 6.26 Experimental test. Behavior of the seven
phase inverter when v1 is 30 V, v3 is 15 V and v5
is 12 V. (a) Waveform of currents i1, i3 and i5
(4A/div) and sector index (3000 sectors/div)
calculated with lexicographic ranking function

(10ms/div). (b) Waveform of currents i1, i3 and
i5 (4A/div) and sector index (3000 sectors/div)
calculated with the STJ ranking function
(10ms/div). (c) Waveforms of the duty-cycles J,
8,, 03 and &4 (2ms/div).
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150 rad/s in plane d3-q3, and a voltage vector of 12 V is rotating at 2z 250 rad/s in plane
ds-gs.
Fig. 6.26 (a) and 6.26 (b) show the waveforms of the currents, 7, i, and i,. The lower

trace in both figures is the sector number, calculated with the lexicographic ranking
function and the SJT ranking function. Fig. 6.26 (c) shows the waveforms of the duty-
cycles 01, 02, 03 and 4. It is interesting to note that the duty-cycles are now very different
from the case of Fig. 6.25 (c) and each behaves differently from the others.

6.17 Conclusions

In this chapter a description of the multi-phase inverter with a odd number of phases
has been presented.

A general theory of pulse width modulation and of space vector modulation has been
proposed. Different solutions has been developed to solve the problem of generalization
of SVM in the multi-phase systems.

The concepts of multidimensional space vector and reciprocal vector have been
introduced. Using these concepts it is possible to consider the well-known three-phase
space vector modulation as a particular case of the proposed approach. In particular it is
possible to give a definition of "sector" that is coherent with the one used for three-phase
inverters.

Finally different algorithm for the determination of the sector have been presented.

The feasibility of the SVM algorithm has been confirmed with several experimental
tests on a five-phase inverter and a seven-phase inverter.

In next chapter a new modulation technique will be presented. The main target of this
technique is the minimization of inverter losses
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(hapter 7

Minimization of the Power
Losses in IGBT Multiphase
Inverters with
Carrier-Based
Pulse Width Modulation

Abstract

Nowadays there is an increasing interest toward multiphase drives, especially for
medium and high power applications.

In this chapter some modulation strategies for multiphase voltage-source inverters are
compared and the modulation strategy with the minimum switching losses is determined.
If the switching devices of the inverter are IGBTs or BJTS, this modulation strategy turns
out to be the one with the minimum total power losses.

Simulation and experimental results confirm the validity of the analytical approach and
the feasibility of the proposed modulation strategy.

7.1 Introduction

This chapter is focused on carrier-based PWM strategies and in particular on their
comparison in terms of switching power losses.

Modulation strategies for three-phase inverters with minimum power losses have been
analyzed [1]-[2], but so far very little research has been done on multiphase inverters [3]

In this chapter the modulation strategy that produces the minimum power losses for an
M-phase inverter will be presented and assessed by computer simulations. Finally,
experimental tests confirming the validity of this theoretical approach are presented and
discussed.
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7.2  Assessment on Pulse Width Modulation for Multi-Phase Inverter

The goal of the modulation process is to determine how to control the inverter
switches, so that the mean values of the multiple space vectors v, (k=1, 3, ..., M-2) over a

switching period Ty are equal to the reference values v, . (k=1, 3, ..., M-2).

This problem can be solved by calculating the duty-cycles m, (k=1, ..., M) of each

inverter branch as follows [4]:
1 _ _
m, =—(v0 D Vi ~a,fJ, (k=1,...,M) (7.1)
h=1,

where Eq4. is the dc-link voltage and "-" is the dot-operator, defined as the real part of the
product between the first operand and the complex conjugate of the second operand.

In (7.1) the zero sequence voltage v, is a degree of freedom that the designer can
choose to improve the performance of the modulation strategy.

The modulation strategies that will be compared in this paper are identified with the
names SPWM, DPWMMIN, DPWMMAX, SVPWM, and DPWM, and are defined in
Tab. I by their zero sequence voltages.

These modulation strategies are described hereafter.

The modulation strategy referred to as SPWM is the traditional sinusoidal PWM, and
its zero sequence voltage is always Eq./2.

The zero sequence voltage of DPWMMIN is selected so that the minimum duty-cycle
among my, ..., my is always zero, whereas the maximum duty-cycle of DPWMMAX is
always 1. As a consequence, when these strategies are used, in every switching period
there is an inverter branch that does not commutate.

The strategy called SVPWM is often referred to as "symmetric modulation". This

TABLE I - DEFINITION OF THE ZERO SEQUENCE VOLTAGE
FOR SOME MODULATION STRATEGIES

SPWM Vo,sewm =1/2 Ege

DPWMMIN Vo,opwmin = (_ kmin z Virer * a}f}

DPWMMAX Vo ppimsax :£Edﬁ.—kmax Zﬂ,,e,--ockj

SVPWM Vo.opwmin T Vo,ppwmax

A% =
0.SVPWM
2

Vo, pPwmiN if Vo.svpmm < Edc/z

DPWM Vo.opwn = herwi
Vo, pPwhAx otherwise
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strategy is the generalization for M-phase inverters of the traditional strategy that is
commonly used for three-phase inverters.

Finally, DPWM is a discontinuous modulation, an intermediate strategy between
DPWMMIN and DPWMMAX. It behaves like DPWMMAX if the zero sequence voltage
of SVPWM is greater that Eq4./2, otherwise it behaves like DPWMMIN.

This definition can be apply only for loads without reference voltage vectors in planes
di-qx (k= 1).

The names adopted to identify these strategies, as mentioned before, are the same
names that are traditionally used for three-phase inverters [5],[6]. In fact the strategies of
Tab. I can be obtained by generalizing the corresponding techniques for three-phase
inverters. It is worth noting that there are many other discontinuous modulation strategies
for three-phase inverters, but they have not been included in this paper since their
multiphase version is not able to synthesize voltage vectors in different d-q planes [7].

Once the duty-cycles have been determined, it is possible to generate the inverter
switching signals s; (k =1, 2, ... , M) by comparing a triangular carrier signal c(t), varying
within the range [0, 1], with M regular-sampled (i.e. assumed constant in each switching
period) modulating signals, obtained from my; (k = 1, 2, ... , M). Fig. 7.2 shows the
triangular carrier, the modulating signals and the inverter command signals in the
particular case m;>my>...>myy.

7.3  Effect of the Zero Sequence Component on the Power Losses

As widely known, the power losses of an inverter consist of switching power losses
and conduction power losses.

Since DPWMMAX and DPWMMIN prevent one branch of the inverter from
commutating, their mean switching frequency is lower than that of SVPWM and SPWM,
and consequently their switching power losses are expected to be lower.

If the inverter switches are IGBTs or BJTs, it turns out that the conduction power
losses of multiphase inverters are approximately constant for all modulation strategies as

triangular carrier, c(t)

+1

m
il S —— ik i
\ \ my
) e < my
t
Ry - 1 || 1
[ ] I 1
— —
Sk  —
— —1
— —
Sm 1 —l
TSW

Fig. 7.1 - Carrier and modulating signals for a multiphase inverter, represented in the particular case when
mp=>my>. .. >myy.

147



Chapter 7

long as the operating conditions are similar, i.e. same dc-link voltage and output current
waveforms. Consequently, one comes to the conclusion that the zero sequence voltage vy
does not affect the total conduction losses but only the switching losses. This remarkable
result will be analytically justified in one of next sections.

As far as the switching power losses are concerned, let's consider the switching pattern
shown in Fig. 7.1 and focus on the behavior of the first inverter branch. Under the
assumption that the load current flows in the positive direction, i.e. towards the load, the
calculation of the switching losses in a switching period T, is a straightforward task.
Switching losses take place in the upper IGBT during turn-on and during turn-off,
whereas reverse recovery losses take place in the lower diode during turn-off. If the load
current reverses, it is possible to make a similar reasoning, but the switches that are
involved in the commutation process are the lower IGBT and the upper diode.

In both cases, the total switching energy losses in a switching period can be written as
follows [3]:

va = (Ton + Tqﬁ" + Trr )E de

e () (7.2)

where 7,, and 7,5 are coefficients (with the dimension of time) related to the energy
loss process in the IGBTs during turn-on and turn-off, 7, is a coefficient (with the
dimension of time) related to the energy loss process in the diodes due to the reverse
recovery currents during turn-off, and i,u..(t) is the instantaneous value of the load
current.

The switching power losses can be found by multiplying (7.2) by the switching
frequency f;,:

Ijsw = fivw (Ton + Tqﬁ" + Trr )Edc

e (1) (7.3)

Equation (7.3) will be used in the next section for the determination of the optimal
modulation strategy.

7.4  Optimal Modulation Strategy

Equation (7.3) shows that the switching power loss of an inverter branch is
proportional to the load current flowing in that branch. Therefore the optimal strategy
should try to avoid the state commutation of the branches that bear the highest currents.

Since there are only two basic strategies, DPWMMIN and DPWMMAX, that do not
change the state of one branch of the inverter in each switching period, the optimal
strategy consists in adopting DPWMMIN or DPWMMAX in each switching period
depending on which one avoids the commutation of the highest load current.

To find an analytical formulation of this problem, it is necessary to split expression
(7.2) of each duty-cycle m; in two terms. The first one, my, is the zero-sequence
component, which is constant for all the phases, whereas the second one, ¢4, depends on
the multiple space vectors:

mg =m,+q, (7.4)
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1 1 1 1 1 1 1 (a) 1 1 1 1 1 1 1 (b)

Fig. 7.2 Waveforms of the modulating signals of a five-phase inverter when the voltage transfer ratio is
0.5. (a) Optimal modulation. (b) SVPWM.

where
Vo
m, = —— 7.5
T E, (7.5)
1 —
q; = th,ref |- (7.6)
E, v

To understand which inverter branch can avoid a state commutation, it is sufficient to
find the phase indexes k. and k,;, corresponding to the maximum and the minimum
value of gi (k=1,..., M). In other words, kjq and ki, are such that g, —and g, are

respectively the maximum and the minimum values in set { ¢y, ..., g }. The duty-cycle
of the phase k,, can be easily driven to 1 by adding the following zero-sequence
component:

my=1-q, . (7.7)

Similarly, the duty-cycle of phase &, can be set to zero by adding the following zero-
sequence component:

my=—¢q, . (7.8)

min

Once kmae and ki, are known, the zero-sequence component that minimizes the
switching power losses turns out to be:

m, = {l - qkmaX lf | iphase,kmux | > | iphase,kmi,, | . (79)

—q,  otherwise

The zero sequence component (7.9) may lead to discontinuities in the modulating
signals, as can be seen in Fig. 7.2(a), which shows the waveform of the modulating
signals of a five-phase inverter when the voltage transfer ratio is 0.5. This behavior
should be compared to that of SVPWM whose modulating signals, more regular and
symmetrical, are shown in Fig. 7.2(b) under the same operating conditions.

It must be noted that the modulation strategy derived from (7.9) is optimal, since it
produces the minimum switching losses, whereas the conduction losses are independent
of the modulation strategy. This strategy can be considered a generalization for
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multiphase inverters of the modulation strategy proposed in [1]- [3] for three-phase
inverters. Furthermore, it can be applied to multiphase inverters whatever the number M
of phases is (provided that M is odd). In addition it can synthesize voltage vectors in any
d-q plane and is able to fully exploit the dc-link voltage.

7.5 Evaluation of the Conduction Losses

Let's consider an IGBT voltage source inverter. The simplest model of the conduction
power losses of an inverter branch takes into account only the effect of the voltage drop
on the IGBTs and the diodes.

Fig. 7.1 shows the waveform of the command signals of the branches of a multiphase
inverter. Let's focus the attention on a single branch, and let's assume that the branch
duty-cycle is m and that the current flows in the positive direction.

Let's suppose that the voltage drops of the IGBT and on the diode consist of two
contributions, i.e. a constant term and a term varying with the current, as follows:

vIGBT = VIGBT,ON + rIGBTllGBT (7 10)
vy = VD’ON +rpip, (7.11)

where Vigsron 1s the IGBT saturation voltage, Vp oy is the diode forward voltage, rigpr
and rp are the differential resistances of the IGBT and of the diode, and i;gz7 and ip are
the currents flowing through the two components.

When the upper IGBT is on, there is a voltage drop equal to Vigpr across its terminals,
and when the IGBT turns off, the current flows through the lower diode, thus causing a
voltage drop Vp. As a consequence, the mean value of the conduction losses over a
switching period can be written as:

})canduction = [m VIGBT + (l - m)VD] | iphase (t) | ’ (iphase>0)- (7 12)

With a similar reasoning, it is possible to find that, when the current flows in the
opposite direction, the mean value of the conduction losses over a switching period is as
follows:

Pronivcion =105+ (= m W50 | e @) > (iprase=0). (7.13)
Equation (7.12) and (7.13) can be joined together as follows:
Posascion = Vo ppase () + migpr =V )b, (1) (7.14)
where the new variable voy 1s defined as follows:

v ifiphase(t) >0
Von =

o . (7.15)
~Viger I lphase([)<0

The conduction power losses of the whole inverter can be obtained by summing the
contributions of all the branches. It results:
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M
B, iuction toral = kZ:, [VON,k +my (VIGBT —Vp )] L phase k (). (7.16)

In (7.16) the contribution of the kth branch is identified by the subscript £.

For sake of simplicity, let's now assume that the differential resistance 7;6zr and rp in
(7.10) and (7.11) are so small that their effect can be neglected, namely v;gsr coincides
with VIGBT,ON and VD with VD,ON-

As can be seen in (7.1), the duty-cycles of each branch can be written as a function of
the zero-sequence voltage and of the reference voltage vectors. Substituting (7.1) in
(7.16) leads to the following expression:

M -V
. Vicsr.on D,ON — —h .
Pcnnduction,total - Z th,ref ’ ak + VON,k lphase,k (l) +
k=1 E, h=13,.,M -2
M
2oy, ) 7.17
+ 1GBT,0N — V' D,ON zlphase,k (). (7.17)
Edc k=1

Equation (7.17) can be further simplified by considering that Kirchhoff's law forces to
zero the sum of the output currents:

M
Z iphase,k (t) = O . (7 1 8)
k=1
In conclusion, the conduction losses are
J lGBT ON ~— VD ON h
Pcnnductlon total — Z : Z vh,ref ) ak + VON,k lk (t) . (7 19)
k=1 dc h=1,3,..,.M -2

The zero-sequence component vy does not appear in (A10) and hence it does not affect
the total conduction losses of the converter, although it affects the conduction loss of each
branch alone.

7.6 Validity Limits of the Theoretical Analysis

In the previous subsection (A10) has been determined under the assumption that the
voltage drops on the IGBTs and on the diodes are independent of the currents. This
assumption may seem too simplistic and it is necessary to investigate its validity interval.

If the differential resistances are not neglected, one comes to the following equation
instead of (A10):

M
Pcnnductwn total — rIGBT Z phase k phase k
de k=1
. (7.20)
< kT D k h
IGBT = —h .
Z E Z vh,ref ’ ak + VON,k lphase,k (t)
k=1 de h=1,3,. .M -2

Unlike (7.19), in (7.20) there is a term depending on vy. The mean value of this term
over a fundamental period is
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(Frgr =) (Ton Vo ,
})cz)nd,O = %J‘O E_ZCkZ;lphase,k (t)‘lphase,k (t)‘dt . (721)

out

Two different modulation strategies, the first with a zero-sequence component vy’ and
the second with a zero-sequence component v,", differ in the following amount of
conduction losses:

Nrigsr =1l | (v
IGBT D 0 0
APcnnd 0 J. Z lphme k

out 0 dc k=1

i lail. (7.22)

phase,k

By inspecting (7.22) one comes to the conclusion that AP,,,q0 is usually negligible in
practical applications. In fact the difference between the differential resistances is usually
very small. In addition, when the requested output voltage is near the maximum limit, the
admissible interval for the zero sequence voltage is also very small, so the difference
between vo' and vy" 1s close to zero.

An upper bound for (7.22) can be easily found in the worst case. Applying the
triangular inequality to (7.22), one finds the following result:

‘ cond o‘ < C|rIGBT _rd|1127k (7.23)

where 1, is the maximum peak-value of the phase current and

_ _.[ phase (0 |2’phase (0 ’| (7.24)
Iy, “
is a coefficient that depends only on the current waveforms, but not on their amplitude.
If the load currents are sinusoidal, a numerical calculation shows that C is 0.078 for
five-phase inverters, 0.037 for seven-phase inverters, and 0.021 for nine-phase inverters.
Applying the Cauchy-Schwarz integral inequality to (7.22) leads to the following
result:

‘ABond o‘ |rIGBT ”d| (7.25)

This inequality is valid under the assumption that the current space vectors move along
circular trajectories in the corresponding d-q planes. Inequality (7.25) is much weaker
than (7.24) but it has the advantage of being very simple, and it can be applied also for
non-sinusoidal operating condition

7.7  Determination of the Switching Power Losses

A. Analytical Expression

It is worth noting that, in the general case, the waveform of the modulating signals
produced by the optimal modulation strategy depends on the instantaneous values of the
phase currents. However, if all the multiple space vectors of the currents are null except
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one, the clamping instants depend only on the phase angle of the non-null current space
vector, which happens independently of the current magnitude, as shown in Fig. 7.2(a).

If the load currents are assumed sinusoidal and with amplitude 7, it is straightforward
to calculate the mean value of the total switching losses of the inverter. By integrating
(7.9), this value turns out to have the following form:

]Dsw, total = MKstrategyfsw (Ton + To/f + Trr )EdclM (726)

where Ky uegy 15 @ coefficient that depends on the modulation strategy, on the number
of phases M and the load displacement angle .

If DPWMMIN or DPWMMAX are adopted, it is possible to demonstrate that the
coefficient K qeq, has the following expression:

. T
2 —cos(@) sin —
Sl VAN
T 2 M

K,y = _ (7.27)
2+sin(| @ |) cos—

otherwise
Vs

If SPWM or SVPWM are adopted, the coefficient K eq, has the constant value
K,=—. (7.28)

If the strategy DPWM is adopted, the coefficient K qzeqy 1s as follows:

7T
1- cos((o)(smﬁ - s1n—D f|¢| E - ﬁ

T s
sin COS— + Sin——COoS otherwise 7.29
(1 lJeos——+sin— (@j (7.29)

T

—sin(| @ D(COSE - COSHJ] zf|¢| r_r

~
o
I
alw SRS NS

2 2M

Finally, if the optimal modulation strategy is adopted, the coefficient K qieq 1S as
follows:

2 . .4
—|1l-sin— | if p<—
72'[ ZMJ e 2M
) (7
2 —sinl@)—sin| — —
(@) (M wj

T
K = i <p< -, 7.30
ot I sz ¢ 2 2M (7.30)

2 V4 . V4 :
—| 1—cos——+sin(@)cos— | otherwise
V4 2M M
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Region where the inverter branch 1 could be

forced not to commutate
//7\

Load
currents Phase voltages

v

t, t, t t,

Fig. 7.3 Typical waveforms of the phase voltages, of the absolute values of the load currents and of the
function ¢ for a five-phase inverter, under the assumption that the delay angle ¢ of the currents is lower
than n/2M .

It is worth noting that all these modulation strategies can be used to synthesize vectors
in different d-q planes. However, the analytical calculation of the switching power losses
has been developed here only in the case of sinusoidal operation, because this is the
simplest case for which it is possible to present an explicit analytical solution.

To obtain (7.28) it is necessary to start from (7.3), which represents the switching
losses of an inverter branch in a switching period Tj,. The total switching power losses of
the converter in a fundamental period 7,, of the output voltage is the sum of M equal
contributions of the M phases; hence the mean total switching losses over a fundamental
period can be written as:

T,

M ,
])sw, total — T_ J._i f;'(z-on + Toﬁ‘ + z-rr de lphase (t)‘dt . (73 1)
out 2
If the phase current is assumed sinusoidal,
. 2
lphase (t) = IM COS(T_ I—= ¢’) (732)

out

it turns out from the calculation of (7.31) that the total switching loss has the form
(7.26) and that the coefficient K is that shown in (7.28).

To obtain (7.30), equation (7.3) has to be modified to take into account the possibility
that there are switching periods without state commutations. This can be done by
introducing a multiplicative function ¢ that is 1 if the inverter branch commutates during
the switching period and 0 otherwise. Equation (7.3) becomes:

Py= (0 + 7 47, )i (1) (7.33)

In this case, the total switching loss in a period 7,,, can be expressed as follows:

T,

out

Provs = [ £, 60 £l 7, 45, )E,

e (D]l (7.34)
out 2
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For the calculation of (7.34) it is necessary to know the waveform of &(¢). Fig. 7.3
shows the typical waveforms of the phase voltages, of the absolute values of the currents
and of the function ¢ for a five-phase inverter as long as the optimal modulation strategy

is used, under the assumption that the load displacement angle ¢ is lower than ﬁ .

The waveform of the function € has been drawn for the first branch of the inverter. As
can be seen, it is zero when the voltage of phase 1 is the greatest or the lowest among all
voltages and, simultaneously, the absolute value of corresponding current is the greatest
one.

Since the function € is non-zero only in the intervals [7,,t;] and [#3,24] shown in Fig. 7.3,
(7.34) becomes as follows:

M 153
])sw, total = f? (Ton + Tq[f + z-rr )Edc (J.tl

T

out

e (t)\dt) (7.35)

. 14
lphase (t)‘dt +-|.t3

where t1, t,, t; and ¢4 are:

f =@u—;j[—7z+¢+ﬁ) (7.36)
f = Z—” ((p—%j (7.37)
ty = Z—” (wﬁj (7.38)
t, = %) ﬂ+¢_ﬁj' (7.39)

It is now a straightforward task to prove by direct calculation of (7.35) that K,,, has the
V4 V4
expression given in (7.30) for <——. In the case > ——, it is possible to make a
p g (7.30) for [ ¢ | 3, 4 3, p

similar reasoning, thus obtaining the general result shown in (7.30).

B. Comparison of the Efficiency of the Modulation Strategies

The coefficient K 4eqy allows the comparison of the modulation strategies. As long as
the values of the dc-link voltage, of the output current amplitude and of the switching
frequency are the same, greater values of K, ueq, lead to greater switching losses.

Figs. 7.4(a) and 7.4(b) show the behavior of Ky, Ks , Kp and K, in the cases M=5
and M=7 respectively, whereas Figs. 7.5(a) and 7.5(b) show the switching loss reduction
that can be obtained by adopting the optimal strategy instead of the other strategies. This
reduction, expressed in percentage, is calculated by using the following relationship:

. Kstrate B Ko t
Energy saving percentage = 100] ——=£—%~ (7.40)

strategy
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Fig. 7.4 Comparison of the coefficient K., for strategies SPWM, SVPWM, DPWMMIN, DPWMMAX,
DPWM and the optimal modulation strategy. Five phase inverter (a). Seven phase inverter (b).

where Ky aeqy has to be set equal to Kyn, Kp or Ks depending on which strategy is
examined.

As can be seen, when the load power factor is close to one, the optimal modulation
performs similarly to strategies DPWMMAX and DPWMMIN, but presents a
conspicuous reduction compared to SPWM and SVPWM. The corresponding energy
saving percentage, quantifiable by combining (7.27), (7.30) and (7.31), is
100 sin(z/2M).

The reduction of the switching losses can be up to 30% for a five-phase inverter and
up to 22% for a seven-phase inverter.

When the optimal strategy is compared to DPWMMIN and DPWMMAX, the
maximum reduction of the switching losses takes place when the load power factor is in

40 40

3() by, 30
S \\[SPWM, SYPWM | ;\3
vt =~ [sPwa, svPwi]|
g | 2 2 5
g [ DPWMMAX, DPWMMIN | S — E \
% 10 ":_::-"—.:-i@...._‘_::- %3 10} [Dpmamiax DPWMMM\‘\

o LY P oame
Lg 0 ‘:.' DA /'.. Pe ISy LS 0 ”"mﬂ‘- ?WMNt:?..:.-
1 08 06 04 0.2 0 1 08 06 04 0.2 0
Power factor (a) Power factor (b)

Fig. 7.5 Reduction of the switching losses as a function of the power factor for strategies SPWM, SVPWM,
DPWMMIN, DPWMMAX, DPWM and the optimal modulation strategy. Five phase inverter (a). Seven
phase inverter (b).
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Fig. 7.6 Behavior of the coefficient K, for M=3, 5,7, 9, 11 and 15.

the range 0.4-0.6 and it can be up to 10% for a five phase inverter or 5% for a seven-
phase inverter.

Since Kyaeqy can be regarded as a quality index related to the exploitation of the
silicon devices of an inverter branch, it can be useful also for the comparison of inverter
topologies differing in the number M of phases.

Fig. 7.6 shows the behavior of K,, for M=3, 5, 7, 11 and 15. As can be seen, an
increase in M shows an increase in K,

This means that the best exploitation of the silicon devices of an inverter branch takes
place in the three-phase case.

It is important to clarify that this result is valid only under the assumption of sinusoidal
output currents, and it is not possible to infer any conclusion for different operating
conditions.

7.8 Simulation Results

In order to verify the effectiveness of the proposed modulation strategy and to compare
it to the traditional strategies, some computer simulations and experimental tests have
been carried out. Both computer simulations and experimental tests refer to a five phase
inverter feeding an R-L passive load.

Since the switch adopted for the experimental prototype is the IGBT SKW30N60
produced by Infineon, which comprises also a fast recovery anti-parallel diode, the
simulations were carried out by modeling the behavior of this specific component by
means of the circuit simulator PLECS 2.0.

Fig. 7.7 shows the output characteristic of the IGBT and the diode, whereas Fig. 7.8
shows the turn-on and turn-off energy losses when the voltage applied to the switches is
400 V and the junction temperature is 150°C. It is worth noting that, in this case, the
manufacturer has included the reverse-recovery loss of the diode in the turn-on energy
loss curve.
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Fig. 7.7 Output characteristic of the IGBT and Fig. 7.8 Switching losses of the IGBT and the diode

the diode used for the computer simulations used for the computer simulations (SKW30N60),
(SKW30N60), when the junction temperature is when the final voltage after turn-on and the initial
150°C. voltage before turn-off is 400 V, and the junction

temperature is 150°C.

A. Power Losses

The results obtainable with (7.26) and (7.30) have been compared to the switching
losses determined by computer simulations. Two cases have been considered. In Case 1,
the load impedance is 7 Q and the amplitude of the load currents is about 28 A. In Case 2
the load impedance is 14 Q and the amplitude of the load currents is about 14 A.

In both cases, some tests with different values of the load power factor have been
carried out, whereas the dc-link voltage is kept at 400 V and the switching frequency is
10 kHz. The variation of the power factor is obtained by modifying the load resistance
and reactance without changing neither the magnitude of the load impedance or the
amplitude of the load currents.

The result of the comparison is shown in Fig. 7.9. As can be seen, the theoretical
prediction of (7.26) is in good agreement with the simulation results.

For the comparison between the simulation results and the results obtainable by
applying (7.26) and (7.30), it is necessary to estimate the coefficient z,,+7,5+ 7. in (7.26).
This can be done by noting that the slope of the curve representing the total switching
energy in Fig. 7.8 is proportional to the product (z,,+7,5+7:)Eqs. Since this curve is not a

(98]
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:

Switching
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Fig. 7.9 Comparison between the switching power loss curve (solid line) of the optimal modulation
strategy calculated with (7.26) and (7.30), and the power loss determined with computer simulations, in
Case 1 () and 2 (A).
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Fig. 7.10 Simulation results for Case 1. Conduction (a) and switching (b) power losses of a five-phase

inverter when the optimal modulation strategy or the strategies SPWM, SVPWM, DPWMMAX,
DPWMMIN and DPWM are adopted.

perfect straight line, the coefficient z,,+7,5t7, has been calculated by considering the best
linear interpolation of the total loss curve for currents in the range 0-30 A. In this way a
value of 1.822-10s has been obtained.

Fig. 7.10 compares the conduction and the switching power losses produced by the
optimal modulation strategy and the other modulation strategies in the operating
conditions of Case 1 for a five-phase inverter. Fig. 10(a) shows that the conduction losses
depend on the load power factor, but are practically independent of the modulation type.
Fig. 10(b) shows that the optimal modulation strategy performs much better than
SVPWM and SPWM, and has a slight advantage over DPWMMIN and DPWMMAX.

Fig. 7.11 shows that adopting the optimal strategy leads to an energy saving that varies
according to the load power factor and can be up to 6-7% compared with DPWMMIN
and DPWMMAX, and about 26% compared with SVPWM, when the load power factor
is 0.7. These results are in good agreement with the theoretical predictions of Fig. 7.5(a).

B. Current Quality

Several different quality indexes can be adopted for the assessment of a modulation
strategy and each one is suitable to a specific problem or application.

Energy efficiency is a key factor for the realization of compact, high performance
converters, and nowadays it is considered one of main problems. However, if the goal is
to improve the quality of the load currents or reduce the common mode voltage, the
optimal modulation may not be the best choice, as explained in this section.

< 40%

30% -

% 20%

& 105 DPVMMAX]

R — M

0.95 0.85 0.75 0.65
Power factor

Fig. 7.11 - Simulation results. Energy saving of the optimal modulation with respect to strategies SVPWM,
DPWMMAX and DPWMMIN for a five-phase inverter in Case 1.
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Fig. 7.13 Experimental results obtained with a five phase inverter when the reference voltage vector
v, is rotating at 50 Hz, v, is zero and the voltage transfer ratio is 0.52. (a) Waveforms of the load,

currents (5 ms/div, 2 A/div). (b) Modulating signals (5 ms/div).

To characterize the behavior of the modulation strategies in terms of current quality, it
is opportune to introduce an appropriate quality index. Suitable quality indexes could be
the rms value of the load current ripple or the THD of the load current. However, the first
one is preferable, since the amplitude of the current ripple, practically independent of the
fundamental component of the load current, is proportional to the dc-link voltage and to
the switching period, and inversely proportional to the load inductance.

Fig. 7.12 shows the rms value of the current ripple for SPWM, SVPWM, DPWMMIN,
DPWMMAX, DPWM and for the optimal modulation strategy for a five-phase inverter.
The curves have been normalized by dividing the rms value of the ripple by the quantity

E dc T sw
o = (7.41)
Lload
where L;,4q 1S the load inductance.

As known, in five-phase inverters, SPWM shows the lowest current ripple [8], very
close to that of SVPWM, whereas the optimal modulation strategy exhibits the same
behavior of DPWMMIN and DPWMMAX. This is somehow a predictable conclusion,
since the optimal strategy behaves at times like DPWMMIN and at times like
DPWWMAX

7.9 Experimental Results

A. Feasibility of the Optimal Modulation Strategy

To verify the effectiveness of the proposed modulation strategy some experimental
tests have been carried out with a five-phase inverter.

The experimental setup consists of a five-phase voltage source inverter feeding a five-
phase symmetrical series-connected R-L load. The load parameters are 10.5 Q and around
7.5 mH. The dc bus voltage is around 100 V. The control algorithm is implemented in a
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DSP TMS320F2812 and an Altera FPGA Cyclone EP1C6. The switching period is 100
us, corresponding to a carrier frequency of 10 kHz.

Fig. 7.13(a) shows the experimental waveforms of the five load currents and Fig. 13(b)
shows the modulating signals of the output phases 1, 2 and 3 (phases 4 and 5 are not
shown here) when the reference voltage vector v, . rotates at 50 Hz and v, is zero.

The voltage transfer ratio, defined as the ratio of v; ..r over Ey, is set equal to 0.52, which
is the maximum admissible value in this operating condition. As can be seen in Fig. 13(a),
despite the modulating signals are remarkably distorted, the load currents are practically
sinusoidal.

Finally, Figs. 7.14(a) and 14(b) show that the proposed modulation strategy could be
used also when the control system generates both reference voltage vectors v, and

Vs .- In the case of Fig. 7.14 these vectors rotate at 50 and 20 Hz respectively and their

magnitude is 20% of the available dc-link voltage. As can be seen, the waveforms of the
modulating signals are indeed discontinuous, but the current waveforms keep their
regularity.

B. Assessment of the Theoretical Analysis of the Switching Losses

The problem of measuring the converter power losses is rather difficult, for the
following reasons:

1) it's not possible to separate the switching losses from the conduction losses of
the inverter;

i1) 1it's difficult to measure the output power accurately, since the input currents
and the output voltages are discontinuous quantities;

D Madnd 10k 3>

b)

Fig. 7.14 Experimental results obtained with a five phase inverter when the reference voltage vectors
Vi, and v, . are rotating at 50 and 20 Hz respectively and the voltage transfer ratio of both vectors is 0.2.

(a) Waveforms of the load currents (20 ms/div, 2 A/div). (b) Modulating signals (20 ms/div).
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ii1) since the efficiency of a power converter is usually very high, the difference
between input and output power is appreciable only for high powers, which
are not always compatible with the equipment of research laboratories.

For these reasons, the verification of the power losses has been done indirectly by
measuring the temperatures of the power switches for different modulation strategies. The
temperatures are measured by two thermal sensors LM35 placed on the sinks of the upper
and lower power switches of the first inverter branch (these two switches are equal and
have separate sinks).

The mean value of the sink-to-ambient temperature rise of a power switch is
proportional to the power loss of the switch itself. Since the thermal-impedance of the
two switches of a branch is practically the same in the laboratory prototype, the sum of
their temperatures A8, and A0, is proportional to the mean value of the total power losses
of the branch.

Some tests have been carried out for the optimal modulation and for SVPWM,
DPWMMAX and DPWMMIN with a dc-link voltage of 150V. The load is a passive
impedance with a fundamental power factor of 0.95. The load current frequency is 10 Hz
and the load current amplitude is 10 A. The sink-to-ambient thermal impedance Z;, of the
switch is about 10 °C/W.

The first modulation strategy that has been tested is the optimal modulation. By using
the result of this experimental test and by applying (7.27)-(7.30) it is possible to predict
the temperature rise of the other modulation strategies. In fact, the total temperature
A6, + A6, of a modulation strategy can be calculated as follows:

(A6, +A06,)= (A6, +A6,)

opt

+Zth(l)sw_P )

sw,opt

(7.42)

where (AH1 + A6, )opt is the total temperature rise measured during the test with the

optimal modulation, whereas Py, and Pi,, ., are the switching losses of a generic
modulation strategy and of the optimal modulation strategy, calculated with (7.27)-(7.30).

The results of the experimental tests are reported in Tab. II and III, which compare the
calculated and the measured total temperature rises for SVPWM, DPWMMAX and

Table II Comparison between Experimental and
Calculated Temperature Rise [°C] for a Switching

162

Frequency of 10 kHz
A61+A62 A01 Aez A01+A02
Strategy
(calculated) | (measured) | (measured) | (measured)
Opt n.a. 43.1 49.7 92.8
DPWMMIN 93.4 43.0 51.2 94.2
DPWMMAX 93.4 43.6 50.0 93.6
SVPWM 98.8 45.8 53.1 98.8
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Table III - Comparison between Experimental and
Calculated Temperature Rise [°C] for a Switching

Frequency of 16 kHz
AO,+AQ, A0, AO, AO;+A0,
Strategy
(calculated) | (measured) | (measured) | (measured)
Opt n.a. 46.7 52.8 99.5
DPWMMIN 100.0 46.2 54.7 100.9
DPWMMAX 100.0 47.5 53.9 101.4
SVPWM 109.2 51.2 59.4 110.6

DPWMMIN when the switching frequency is 10 kHz and 16 kHz respectively.
As can be seen, there is a good agreement between the temperatures experimentally
measured and the ones theoretically calculated.

7.10 Conclusions

In this chapter the carrier-based PWM modulation strategy with the minimum
switching losses for multiphase VSIs with an odd number of phases has been presented. If
the inverter is based on IGBTs or BJTs, this modulation strategy is also the best one in
terms of total power losses, since the conduction losses are approximately constant for all
the modulation strategies.

The proposed strategy has been compared to some traditional strategies and, in the
case of 5-phase inverters, it has been shown to reduce the switching power losses by 6%
to 26% when the load power factor is 0.7.

Experimental results confirm the validity and the effectiveness of the proposed
modulation strategy
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Extended Stator Flux
Vector Control of
Multi-Phase
Induction Motor Drives

Abstract

In this chapter, a rotor-flux-oriented control scheme for seven-phase induction motor
drive, having the stator flux components instead of the stator current components as
main control variables, is presented. As a consequence, a simple stator flux regulator
can replace the conventional current regulators implemented in the synchronous
reference frame.

The proposed Stator Flux Vector Control (SFVC) scheme uses a flexible modulation
strategy for seven-phase Voltage Source Inverters (VSIs) that allows the simultaneous
modulation of voltage space vectors in different d-q planes. This problem is completely
solved using the Duty-Cycle Space Vector (DCSV) representation, which describes the
state of the switches by means of complex variables. Using the DCSV representation it is
possible to combine the multiple space vector representation, useful in modeling multi-
phase machines, with traditional carrier-based PWM principle, suitable for the
modulation of multi-phase VSls.

The validity of the proposed control scheme is confirmed by several experimental tests.

8.1 Introduction

A variable-speed drive is usually composed by a three-phase inverter supplying a
three-phase motor. However, since variable-speed drives are always supplied from power
electronic converters, the number of phases can be considered as a design variable and
does not have to be equal to three anymore. On the contrary, a three-phase drive should
be regarded as a particular case.

Nowadays, there is an increasing interest towards multi-phase motor drives, especially
for medium and high power applications in naval and railway propulsion systems.
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In fact, the use of multi-phase inverters together with multi-phase ac machines has
been recognized as a viable approach to obtain high power ratings without increasing the
stator current per phase, making it possible to use standard power switches based on a
single device.

Furthermore, multi-phase motor drives have several advantages over the traditional
three-phase motor drives such as reduction of the amplitude and increase of the frequency
of torque pulsations, and increase of the fault tolerance. In addition, multi-phase motor
drives offer a greater number of degrees of freedom compared with three-phase motor
drives, which can be utilized for improving the drive performance [1]-[2].

It is worth noting that it is not possible to analyze multi-phase motor drives using the
space vector representation in a single d-q plane. It is known that, to completely describe
a multi-phase electromagnetic system, the space vector representation in multiple d-q
planes (multiple space vectors) must be adopted [3]-[4].

Several control schemes for multi-phase induction machines, of symmetrical [5]-[8]
and unsymmetrical [9]-[12] type, based on Field Oriented Control (FOC) principles, have
been presented. All of them utilize the stator current components as main control
variables.

In this chapter, a rotor-flux-oriented control scheme for seven-phase induction motor
drive is presented. The main control variables are the stator flux components instead of
the stator current components, thus a simple stator flux regulator can replace the
conventional current regulators implemented in the rotor-flux-oriented reference frame.
This basic choice simplifies the control scheme and exhibits a fast torque response [13].

The implementation of the proposed control scheme requires the utilization of a
flexible modulation strategy for seven-phase VSIs, allowing the full exploitation of the dc
input voltage, and the simultaneous modulation of voltage space vectors in different d-q
planes.

In this chapter the problem of the modulation strategy of seven-phase inverters is
completely solved using the Duty-Cycle Space Vector (DCSV) representation [14]-[15].
Basically, this representation describes the state of the switches by means of complex
variables [16]-[17]. Using the DCSV representation it is possible to combine the multiple
space vector representation, useful in modeling multi-phase machines, with traditional
carrier-based PWM principle, suitable for the modulation of multi-phase VSIs.

The performance of the proposed control scheme is verified by experimental tests
carried out on a seven-phase induction motor drive prototype.

8.2 Machine Equations of Seven-Phase Induction Motor

Let’s consider a seven-phase star-connected induction machine, with stator windings
symmetrically distributed within the stator slots, and squirrel cage rotor.

The behavior of the machine can be described by means of an opportune mathematical
model, described in chapter 5, which takes into account the spatial distribution of the
magnetic field in the air gap up to the seventh harmonic.

The mathematical model is based on the following assumptions. Flux saturation,
hysteresis losses and eddy current losses in the iron cores are neglected. Furthermore, iron
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cores with infinite permeability are considered and the slot effects are not taken into
account.

The machine equations, written in terms of multiple space vectors in three reference
frames synchronous with the corresponding rotor fluxes, are:

_ I 7

Vs, =Rs Ig, + J o, 95, +FSI (8.1)
. _ do

0=Rglg +] (a)1 _wm)(”Rl + dtRl (8.2)

551 = Ls1 i_51 + Ml i_Rl (8.3)

aRl = M1 i_31 + LRl i_Rl (8.4)

_ - . do.

Vg3 =Rg Ig3 + J @y g5 + dtS3 (8.5)
- - —_— da

0=Rg |R3+J(a’3_3a)m)¢R3+ d:3 (8.6)

(353 = L53 i_s3 +M 3 i_R3 (8.7)

Ors = Myis; + Lpsips (8.8)

o 4o,

Vss = Rs Iss + ] 05 @5 +TSS (8.9)
o _ dop

OZRR|R5+J(a)5_5a)m)¢R5+ d':s (8.10)

Pss = I—ss i_ss + Ms i_RS (8.11)

(ﬁRS = Ms i_ss + LRS i_RS (8.12)

7 - - - - - -
T :E p(M1 Isi* J g +3 M3 Is3 - J g3 +5 Ms Iss ) IRS) (8-13)

where p is the pole pairs number, oy is the angular speed of the k-th rotor flux vector, and
om 1s the rotor angular speed in electric radians.

Note that using the multiple space vector representation leads to decoupled equations
of the electrical quantities. In fact, the three sub-systems of Eqgs. (8.1)-(8.5), (8.6)-(8.9)
and (8.10)-(8.13) are independent of each other.

As a consequence, a seven-phase induction machine can be considered as constituted
by three independent three-phase induction machines (denoted by indexes 1, 3, and 5)
acting on the same rotor shaft.

It is worth noting that the current space vectors ig, and i, are responsible for the
fundamental spatial component of the magnetic field in the air gap, whereas ig,, iy, and

is, Iy; generate the third and the fifth spatial harmonic, respectively.
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Fig. 8.1.Block diagram of the proposed SFVC scheme.

In this paper the third and the fifth spatial harmonic of the magnetic field in the air gap
are set to zero. This goal is reached by zeroing the voltage space vectors Vg, and V.

This choice has been made for the sake of simplicity to describe the control algorithm
of the seven-phase induction motor drives. The possibility to use the third and the fifth
spatial harmonic components is out of the scope of the present chapter.

The seventh spatial harmonic is zero since it is generated by the zero-sequence
component of the stator current, which is null in the case of star-connected stator
windings.

8.3 Stator Flux Vector Control

Solving (8.3) and (8.4) with respect to ig, and iy, , and substituting in (8.3) and (8.13)
yields

dog, Rg . — Re M, |_
- +ilow —o 4| —R L 8.14
qt o L, J( | m) Pri ol L, Dsy ( )
7 M L
T=—p—L . , 8.15
> p o Ly Ly, Ps1* ) Pry ( )

where the parameter o, is defined as follows:
M/

o, =1- .
LSl LRI

(8.16)

The reference frame orientation is chosen so that the d-axis has the direction of the
rotor flux vector. Hence (8.14) can be rewritten in terms of d and q components as
follows:

o, Ly, dog, M

+Q,, =—- 8.17
R, at Ori L., Ds1q ( )
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RRMI

w, — = . 8.18
( 1 m)(oRl O'l L51 LRl ¢Slq ( )
Also (8.16) can be rewritten as follows:
7 M
T=—p—-"— . 8.19
2 P o, Ls, Ly, Pera Ori ( :

As can be seen, these equations are quite similar to the corresponding equations of the
traditional FOC based on d-q stator current components. In fact the rotor flux depends
only on ¢g,4 , Whereas the motor torque is proportional to ¢g .

A block diagram of the proposed SFVC scheme is shown in Fig. 8.1.

The control scheme is implemented in a reference frame synchronous with the rotor
flux vector, like traditional field oriented controls. It is assumed that a suitable observer
estimates o, ¢, and the angular frequency ®; of the rotor flux vector.

A. Torgue Control

The motor torque is controlled by comparing the torque reference Ty with the
estimated torque T. On the basis of the torque error, the PI regulator produces a torque
request by adjusting the g-component of the stator flux, according to (8.19). Therefore, if
the reference torque is higher than the actual torque, the PI regulator tends to increase the
@s1q,ref, Otherwise it tends to decrease it.

B. Rotor Flux Control

The rotor flux is controlled by adjusting the d-component of the stator flux, according
to (8.17).

In the low speed range, the d-component of the stator flux is constant and has the rated
value ¢g g raeq - At higher speeds, instead, it can be reduced by an opportune field

weakening algorithm.
C. Stator Flux Regulator

The stator flux regulator behaves as a proportional controller, with some additional
terms compensating the stator back-EMF and the voltage drop caused by the stator
resistance. The stator flux regulator equation can be expressed as follows:

(DSI,ref —Ps
T

Vst = Rs i_51 +jo, g5 + (8.20)

where 1/t represents the gain of the controller.
Combining (8.20) and (8.1), ie. Vg =Vg ., leads to the following equation,

expressing the dynamic behavior of the stator flux vector:
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dog,
dt

T "‘551 = q_)S],ref . (821)
According to (8.21), in order to obtain fast flux transients, and consequently a high
torque dynamic, it is necessary to adopt small values of t.

D. Flux Observer

The aim of the flux observer is the determination of stator flux and phase angle of the
rotor flux, which are necessary for the field oriented control of the induction machine.
The flux observer operates in the stator reference frame. In the following the superscript
“s” will be used to identify quantities expressed in the stator reference frame.

The stator flux is determined by integrating the following stator voltage equation:

d;sslzvssl —-Rig . (8.22)
dt
If the measure of the stator currents is available, the rotor flux can be estimated as
follows
_ L., (— -
(ORSl = M_Rl((/’551 -0, L51|ss1)- (8.23)
1

The phase angle 0; of the rotor flux vector, necessary for the field oriented control, can
be derived from (8.23) as follows

0, = arg(@i )= arg(assl — 0, L51i_ssl ) (8.24)

It is evident from (8.22) that the estimation of the stator flux vector can be affected by
stator resistance mismatch, sensors offsets and the inverter non-linearity (inverter dead-
times, voltage drop on the conducting switches, etc.).

The estimation error on the phase angle 0; depends on the stator flux estimation error,
the mismatch on the leakage inductance c,Ls; and the offset of the current sensors.

The leakage inductance shows moderate variations with the stator currents and it will
be assumed practically constant.

However, the influence of the two machine parameters, namely Rs; and o,Ls;, on the
flux estimation can be considered negligible in the high speed range. Whereas, in the low
speed range, the performance of the flux observer must be improved by a feedback loop
[18]. A closed-loop estimator is based on the principle that feeding back the difference
between the measured output of the observed system and the estimated output, and
continuously correcting the model by the error signal, the error should be minimized.

In the case of a flux estimator, the motor flux cannot be directly measured, but the idea
of realizing a closed-loop system is still applicable if the difference between a signal
representing the steady-state value of the reference rotor flux and the signal of the
estimated rotor flux vector is used as feedback signal.

Hence, (8.22) has to be replaced by the following equation:
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(b)

Fig. 8.2.Laboratory induction motor drive a)Custom-designed seven-phase voltage source inverter, b)
Custom-designed seven-phase squirrel cage induction motor

dos,  _ - _ _
TS] =Vs, — Rig, + G(¢R81,ref ~ P ): (8.25)
where G is the gain of the flux observer and the reference flux vector is

_ L i
¢F§l,ref =iCDSId,ref 916’1 . (826)

M 1
This observer is much more robust than an open loop estimator and reduces the
sensitivity of the control scheme to stator parameter variations and to sensor offset, even
at low speed. However, it requires the knowledge of a further machine parameter, namely
the ratio Lg;/M1, and the tuning of the gain G.

E. Torque Observer

The torque can be estimated from the measurements of the stator current and the
estimation of the stator flux, as follows:

T
T = plis - igs)). (8.27)

As can be seen, the torque estimation does not require explicitly any motor parameters,
except the pole pairs.

8.4 Experimental Results

In order to verify the effectiveness of the proposed control scheme some experimental
tests have been performed on a seven-phase induction motor drive prototype.

The experimental setup consists of a custom-designed seven-phase voltage source
inverter (Fig. 8.2 (a)) feeding a seven-phase squirrel cage induction motor (Fig. 8.2(b)),
whose parameters are reported in Tab. |
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Fig. 8.3. Experimental test. Waveforms of stator currents in phase 1, 3, and 5, in steady-state conditions
(20 ms/div, 4A/div).

The IGBTs are rated 30A and 600 V. The dc bus voltage is about 130 V, obtained with
a three-phase diode rectifier and filtered by a capacitance of 3300 pF.

The test motor is coupled to a separately excited dc machine acting as load.

The control algorithm is implemented in a Digital Signal Processor (DSP)
TMS320F2812. The switching period is 250 ps, corresponding to a switching frequency
of 4 kHz.

The particular modulation strategy adopted for the experimental tests can be
considered as a generalization of the well-known symmetric modulation used with three-
phase inverters. The zero sequence component My is selected in order to maintain the
seven modulating signals centered within the interval [0,1], according to the following
relationship:

max (m,,...,m, )+min (m,,...,m,)=1. (8.28)

The behaviour of the proposed SFVC scheme has been analyzed in steady-state and
transient conditions.

The experimental tests in steady-state conditions have been carried out with Trer = 10
Nm, @sgref = 0.52 Wb and a rotor speed of about 550 rpm. The results are presented in
Figs. 8.4 and 8.5.

For display purposes, Fig. 8.3 shows the behaviour of only three of the stator currents.
As expected, the stator currents exhibit sinusoidal waveforms having the same amplitude,
and a displacement angle of 4n/7. The superimposed small ripple is due to the switching
effects.

The trajectories of the stator current space vectors ig,, ig; and ig, in the

TABLE 1
MOTOR PARAMETERS
RATED POWER 3500 W
RATED PHASE VOLTAGE 120Vyys, 50 HZ
RATED SPEED 1450 RPM
POLE NUMBER 4
SLOT NUMBER 28
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1s/div : : : 1s/div
: : : : : (1s/div)
: NORMETKS/s : : : NORM; kS /s

1s /div
(1s /div)
NORM:1kS /s

Fig. 8.4 Experimental test.
a)Trajectory of the space vector i5, in steady-
............................................................ state COIldl'[lOIlS (4A/div).
b)Trajectory of the space vector ig; in steady-
state conditions (4A/div).
............................................................ C). Experimental test. Trajectory of the space
vector igs in steady-state conditions (4A/div).

corresponding d-q planes, are presented in Fig. 8.4. As can be seen the space vector ig,
rotates at constant speed along a circular trajectory, whereas the space vectors ig, and i,

are null, according to the choice of Vssmf =0 and Vsssbref = 0. This result confirms that the

stator currents are balanced and sinusoidal.

The good behavior of the estimated torque and of the estimated rotor flux magnitude is
emphasized in Fig. 8.5 (a).

In order to evaluate the dynamic response of the proposed control scheme, a square-
wave torque reference from 5 Nm to 10 Nm, having a frequency of 2 Hz, has been
applied to the drive system. The flux reference has been kept constant (sg,ref = 0.52 WD).
The waveforms of the estimated torque, of the estimated rotor flux and of the a-f
components of stator current space vector i, are shown in Fig. 8.5 (b). As can be seen,
the system exhibits a fast torque response, whereas the rotor flux magnitude remains
constant. This behavior shows that the proposed SFVC scheme is able to perform a
decoupled control of torque and flux.
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Fig. 8.5. Experimental test.a) Estimated torque (top, 5 Nm/div) and estimated rotor flux (bottom, 0.25
Whb/div) in steady-state conditions (500 ms/div).b). Estimated torque (top, 5 Nm/div), estimated rotor flux
(0.5 Wb/div) and is; components of the stator current space vector i, (bottom, 10 A/div). Response to a

square-wave torque reference from 5 Nm to 10 Nm, having a frequency of 2 Hz (200 ms/div).

8.5 Conclusions

It has been shown in this chapter that, by combining the multiple space vector
representation with traditional carrier-based pulse width modulation, it is possible to
define a rotor-flux-oriented control scheme for seven-phase induction motor drive.

The peculiarity of this control scheme is the adoption of the stator flux components
instead of the stator current components as main control variables. This choice allows
replacing the conventional current regulators, implemented in the rotor-flux-oriented
reference frame, with a simple stator flux regulator.

The implementation of the proposed control scheme requires a flexible modulation
strategy for seven-phase VSI, which is based on the DCSV representation of the inverter
state. This carrier-based modulation strategy allows the full exploitation of the dc input
voltage, and the simultaneous modulation of three voltage space vectors in different d-q
planes.

Several experimental tests have been carried out showing that it is possible to obtain
decoupled torque and flux control, with fast torque response.
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(_hapter 9

High Torque Density
Applications

Abstract

In this chapter, a rotor-flux-oriented control scheme for seven-phase induction motor
drives is presented. At low speed the proposed control scheme is able to increase the
motor torque by adding a third harmonic component to the air-gap magnetic field.
Above the base speed the control system reduces the motor flux in such a way to ensure
the maximum torque capability.

The analysis consider the drive constrains and show how these limits modify the motor
performances.

The validity of the proposed control scheme is confirmed by experimental tests.

9.1 Introduction

The use of multi-phase inverters together with multi-phase ac machines has been
recognized as a viable approach to obtain high power ratings without increasing the stator
current per phase, making it possible to use standard power switches based on a single
device.

Several control schemes, based on field oriented control, have been presented for
multiphase drives. These control strategies have been applied to symmetrical,
unsymmetrical and special multiphase machines as well as multi-motor drives [3]-[10]

Multiphase drives offer the opportunity to increase the torque density by adding a third
spatial harmonic in the magnetic field. This feature has been exploited mainly in
permanent magnet synchronous motors [11]-[12]. It is worth noting that the development
of high torque density drives is dependent on successful implementation of proper
modulation strategies which will enable the precise synthesis of non-sinusoidal variables
[13]-[14].

High-torque density control scheme were presented for five-phase induction motor
drives [15],[16].

So far, very little research has been done on the operation of multiphase electric drives
in field weakening region and the realization of robust control scheme.
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In this context, the present paper proposes a solution to the control problem of seven-
phase induction motors. The adopted control scheme exploits the maximum torque
capability of the motor at any speed. In addition, the operation in field-weakening speed
range requires the knowledge of very few motor.

The performance of the proposed control scheme is verified by experimental tests
carried out on a seven-phase induction motor drive prototype.

9.2 Machine Equations of Seven-Phase Induction Motor

In the previous chapters the machine equations of multi-phase motor, and in particular
of seven phase induction motor, are have been analyzed and described. In this section
there is only a short resume.

The machine equations, written in terms of multiple space vectors in three reference
frames synchronous with the corresponding rotor fluxes, are as follow:

_ - R do.

Vg =Rsig +jo, @ + d:I 9.1)
- . _ do

O=Rpip +J (a)l -, )(0131 + d:l 9.2)

(551 = L51 1731 + Ml lTRl (9.3)

Or =M, lTSl + Ly, lTRl 9.4)

_ - R do.

Vey =Rgigy +j @y @g3 + dtS3 9.5)
- . _ do

O0=Ryip +J (a)3 -3, )(0R3 + d:3 (9.6)

(333 = LS3 lTS3 +M3 lTR3 9.7)

Ors = Myigy+Lgsigs (9.8)

_ - L do.

Vgs = Ry igs + j 5 Qg5 + st 9.9)
- ) _ dop,

OZRR Igs +J(a)5 _Swm)(DRs + Z,);S (9.10)

(355 = Lss lTss +M5 lTRS (9.11)

ERS :Ms lTss +LR5 lTRs (9.12)

7 - Py - P - e
T=—p(M1 [y " Jig +3Myigy - Jig, +5Msigs ']le)' (9.13)

2

where p is the pole pairs number, oy is the angular speed of the k-th rotor flux vector, and
oy, 1s the rotor angular speed in electric radians.
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It is worth noting that the current space vectors i, and i, are responsible for the
fundamental spatial component of the magnetic field in the air gap, whereas i, i,, and

iss, Is generate the third and the fifth spatial harmonics, respectively.

9.3 Motor Control for High Torgque Density

If a multiphase motor with concentrated windings, i.e. with one slot per pole per phase,
is considered, it is possible to increase the torque density of a multiphase motor by adding
spatial harmonic components of order greater than one to the air-gap magnetic field.

Some authors have shown that, if a third spatial harmonic is added to the air-gap
magnetic field and this harmonic moves synchronously with the fundamental component,
the waveform of the magnetic field in the air-gap resulting from their superposition can
have a peak value that is lower than that of the fundamental component. This result is
illustrated in Fig. 9.1. In this way it is possible to increase the amplitude of the
fundamental component up to 115% without overcoming the rated peak value of the flux
density, i.e. the amplitude of the flux density when the distribution of magnetic field in
the air-gap is sinusoidal.

The fifth spatial is generally not considered and is set to zero, since it cannot be used
to increase the motor torque perceptibly and leads to an unjustified increment in the
control scheme complexity. For this reason, in the following it is supposed that the motor
is not excited by voltages in plane ds-qs and consequently the corresponding current and
flux vectors in this plane are null.

Let's suppose that the d-axes of reference frames d;-q; and d;-qs; have the same
directions of flux vectors ¢, and ¢,,. Consequently, the components @z, and g3, are
ZEros.

Combining (9.2) and (9.4), and considering only the g-component of the result, shows
that the slip frequency ®;-oy, is related to the current ig, as follows:

Z-Rl(a)l -, )(Dm =M i, . (9.14)

Fundamental component

L B S
o -7 T
— 7~ ~
hg /K ~
I N\
&
5 0.5 // \ .
LS .
8 g , Air-gap magnetic field .
. s
)+ e z ‘.'.l.... ....I..'. N |
27; ) o". K..'. . c‘.' ...o\
.
]
Z . .
Third harmonic
-0.15,
-0.5
0 0.52 1.05 1.57 2.09 2.62 3.14

Fig. 9.1 Waveform of the air-gap magnetic field: fundamental component and third spatial harmonic.
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where 1tz 1s defined as the ratio of Lz, over Rx.
Similarly, combining (9.6) and (9.8), one obtains:

Z'1133((03 -3, )¢R3 = Mg, - (9.15)

where tr3 1s defined as the ratio of Lz over Rp.

If the third spatial harmonic of the magnetic flux moves synchronously with the
fundamental component, its electric angular speed is triple of that of the fundamental
wave, 1.€.

03=30;. (916)

Substituting (9.16) in (9.15) and considering (9.14), one comes to the conclusion that
the condition of synchronism (9.16) can be verified only if the following relationship is
satisfied:

37 33Prs _ M3lS3q
TriPri MllSlq

(9.17)

In steady-state condition, the rotor fluxes are proportional to is;; and is3,; respectively.
Or1 =M, is1q (9.18)
Or3 = M3 is34. (9.19)
Substituting (9.18) and (9.19) in (9.17) leads to the following result:

3TR3ZS3d _ lS3q (9 20)
Trilsia Igig

This result is used in following sections, to calculate the correct value of the current
is3¢, SO that the magnetic field wave generated by the current vectors i, is synchronous

with that generated by iy, and 7.

9.4 Field Weakening Operation

In the high-speed range, the motor operation is limited by the available dc-link voltage,
the inverter current rating, and the machine thermal rating.

A. Voltage Limits

The degree of utilization of the dc-link voltage depends on the voltage modulation
strategy that has been adopted. Hereafter it is assumed that the modulation strategy of the
drive is able to fully exploit the dc-link voltage and to generate all the admissible
combinations of voltage vectors in the three d-q planes. For example, a modulation
strategy with these features is the carrier-based pulse width modulation with a suitable
choice of the zero-sequence voltage [17].
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Fig. 9.3 Validity domains of vi,, and vs,s ,

Fig. 9.2 Validity domains of vies vares (0 1ioe 4 dividing by the de-link voltage.

Vs, Normalized dividing by the dc-
link voltage.

In chapter 6 the problem of the control of multi-phase inverter is discussed and solved.
In this section are summarized only the equations useful to clarify the drive voltage
constrains.

An explicit solution for the voltage limit of a seven-phase inverter has been determined
in chapter 6, leading to a set of inequalities that link the magnitudes of the multiple
voltage space vectors, independently of their phase angles.

This set of inequalities is as follows:

. (7 . (37 . (27 _E,

V) o SID 7j + ;. SIN (7j + Vs, SIN (7j < = (9.21)
. (27 . (7 . (37 _E,

Vi e SIN 7) + V5, SIN [7j + Vs, SIN (7) < 5 (9.22)
. (37 . (27 . (7)) _ E,

Vi e SIN 7] + V3, SIN (7) + V5, SiD (7j < 5 (9.23)

The variables in (9.21)-(9.23) are the magnitudes of the three reference voltage vectors
that should be generated by the inverters.

The output voltage boundaries can be represented from a geometric point of view by
introducing a three-dimensional space, having v o, V3, rrand vs_ .., normalized by Eg4. as
Cartesian coordinates, arranged so as to form a right-handed coordinate system. In this
space it is possible to define a region of linear modulation that is shown in Fig. 9.2. Each
point of this region satisfy the three constraints (9.21)-(9.23).

If it is assumed that the currents in plane ds-qs are not used, the reference voltage
vector vs s 1s always zero and the admissible voltage vectors are represented by the base
surface of the polyhedron of Fig. 9.2. For clarity, this region is shown in Fig. 9.3 and the
constraints on the voltage vectors become as follows:

E
vy, I (gj 7y, sin (%”j <=k, (9.24)
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Vi SN (%’Tj vy, sin (ZT”JS E, . (9.25)

B. Current Limits

The current limit is defined by the inverter current rating or by the machine thermal
rating. This limit can be approximately described by an inequality in the following form:

]éld + Isz'lq + 1§3d +I§3q < I;,max . (926)

It is easy to recognize that the left-hand member of (9.26) is proportional to the sum of
the squared rms value of the stator currents and is proportional to the Joule losses of the
stator windings.

C. Maximum Torque Capability in Field Weakening Operation

It is well-known that, when the rotor speed of a three-phase induction motor increases,
the inverter dc-link voltage may become insufficient to inject the requested currents into
the motor. To allow the motor to operate at higher speeds, it is necessary to reduce the
flux level, although this choice leads inevitably to a reduction of the maximum torque that
the motor can deliver to the load.

The same principle may be used also for the field-weakening operation of high-torque
density multiphase motors but in this case the problem of selecting the correct flux level
is rather complex. In fact, the control scheme has to choose between decreasing the
magnetizing currents isjs Or s34, and it is not simple to understand which law is the best
one to maximize the torque capability because of the large number of parameters and
constraints.

A numerical analysis can be very useful to solve this problem. Equations (9.1)-(9.13)
have been used to find the best combination of currents ig;; and is3,; that maximize the
torque capability of the motor at any operating speed without overcoming the current
limit, the voltage limit and the peak value of the air-gap flux density. The result of this
optimization procedure is shown in Fig. 9.4.

The motor parameters adopted for the numerical optimization are reported in Table I
and correspond to the seven-phase induction motor used also for the experimental tests
discussed in followings sections.

TABLE I — SEVEN-PHASE MOTOR PARAMETERS
Trated = 25 Nm LSl = 180 mH

Edc = 100 V Lm = 180 mH
L = 7.5 A M, = 175 mH
Isdraed = 3.13 A Lg = 24 mH
E,, = 100 V Lzpz = 24 mH
Rg = 1.1 Q M; = 19 mH
R = 10 Q p = 2
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Fig. 9.4 Maximum torque capability of the seven-phase motor whose parameters are reported in Table I.

Examining Fig. 4, one comes to the conclusion that the motor operation can be divided
into four parts.

In the low speed range (region I), the torque is enhanced by about 10% by the addition
of a third-order spatial harmonic. In region I the torque capability is limited only by the
maximum current /g ,qy.

Region II starts when the dc-link voltage is completely exploited. It is worth noting
that in this region iss; is controlled progressively to zero and the motor looses the high-
torque density capability. This means that it is convenient to use the available dc-link
voltage to sustain entirely the fundamental component of the magnetic field instead of the
third spatial harmonic, because the advantage given by the latter to the generation of the
motor torque becomes very small. In addition, the reduction of is; allows to increase isi4
without overcoming the current limit, and consequently helps to contain the torque
reduction.

Above the base speed (region III), the torque diminishes below the rated torque, but
the power delivered to the load is practically constant and slightly greater than the power
at base speed. The rms value of the phase current is constant and the voltage limit is
completely exploited by vg; alone.

Finally, at very high speed (region 1V), the dc-link voltage is not sufficient to inject the
maximum current into the motor phases. The power delivered to the load decreases and
the motor behavior, like in region III, is very similar to that of a traditional three-phase
motor. In this operating condition, the maximum torque is obtained when the d-
component of the stator flux vector is equal to the g-component, namely the stator flux
vector and the rotor flux vector form an angle of 45 degrees [19].

9.5 Control Scheme

The block diagram of the proposed control scheme, derived on the basis of the analysis
carried out in previous section, is shown in Fig. 9.5.
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Fig. 9.5 Block diagram of the control scheme.

In the control scheme, it is possible to identify three different parts. The first one is
responsible for the tracking of the current references, the second one is the torque control
loop, whereas the third one manages the field-weakening operation.

In Fig. 9.5, the controlled variables are expressed in two reference frames d;-q; and d3-
q3, synchronous and aligned with the corresponding rotor flux vectors. For the proper
operation of the control scheme, it is assumed that estimations of the motor fluxes, torque
and speed are available, although the problem of the observer is out of the scope of this
analysis.

A. Current Loop

Two PI regulators, (a) and (b), are used to track the reference signals is;qr and isig,rer:
Two other PI regulators, (¢) and (d), have the same task for the reference signals is3q s
and iggq,,ﬁef.

As usual, the output signals of these regulators should be compensated for the back
electromotive forces. If the dc-link voltage is not sufficient to synthesize the reference
voltage vectors, their magnitudes are re-computed by multiplying for a reduction factor,
lower than one, so that the rescaled reference voltages are kept inside the linear
modulation area of Fig. 9.3. This task is accomplished by the limitation block (e).

B. Torque Loop

The motor torque is adjusted by the PI regulator (f) that compares the reference torque
with the estimated actual torque. The output of this regulator is the torque-producing
current is;g ., that tends to increase when the requested torque is greater than the
estimated torque, and to decrease in the opposite case. It is worth noting that the reference
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value is3, o5, necessary for ensuring the synchronism between the fundamental and the
third-order spatial harmonics of the magnetic field, is calculated by (9.22) once issg rer 1S
known.

In region I, II, III the maximum deliverable torque is limited by the maximum current
L may, Whereas in region IV the maximum torque takes places when the d-component of
the stator flux vector is equal to the g-component of the stator flux vector. In steady-state
condition, this latter equality can be written as follows:

= Psu_ (9.27)

i
Slq
oLy,

The limitation block (g) assures that these constraints are satisfied in any speed region.
In fact, the absolute value of the current ig;, is bounded by is;¢ mer, Which makes the stator
current equal to /. or makes ¢s;, equal to @s;4, depending on which one is the most
restrictive constraint in the present operating condition.

C. Flux Loop

The rotor flux magnitude g, is indirectly controlled by PI regulator (j), which adjusts
the d-component ig;4,., of the stator current vector. In the same way, PI regulator (h)
adjusts is3q .4 to control the rotor flux magnitude @gs.

When the motor speed is too high, the available dc-link voltage E,. is not sufficient to
satisfy entirely the voltage request. The dc-link voltage that would be necessary for
satisfying the voltage request can be calculated with the following equation:

(7 . (37
vSl,req Sin 7 +vS3,req sin 7

= max (9.28)

de,req
. (37 . (27
vSl,req sin 7 + vS3,req sin 7

If Egc req 1s greater than the present dc-link voltage, it means that the motor is operating
in region II, IIT or IV, and certainly the third spatial harmonic of the magnetic field has to
be reduced. This task is accomplished by PI regulator (h), that integrates the difference
Egqc - Eqereq. 1f this difference is negative, is3q 1s brought to zero. Otherwise it increases up
to the threshold value is3; mq Shown in the limitation block (1).

It is worth noting that the decrease of is3; causes a corresponding reduction of the
voltage request and, if vgi ., is lower than 1/(2 sin(37/ 7))-Edc, ie. 0.51 E,., the freed
voltage resources can be used to keep ¢g; unaltered as long as possible.

On the other hand, if the voltage request vsi e, is greater than 1/ (2 sin(37/ 7)) -E4., as

happens in region III and IV, it can never be satisfied, even if the third harmonic of the
magnetic field is set to zero. In this case, PI regulator (j), which integrates a quantity
proportional to the difference £, - 2sin(37/7)vy, ., decreases g1 by acting on the

current is;,. The limitation block (k) forces this current to stay between an upper bound
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isidmax, and a lower bound isizmi,. This is necessary to ensure the stable operation of the
motor at high speed.

The main advantage of the proposed field weakening scheme is that it is independent
of the base speed and the motor parameters, except for the leakage inductance o;Ls,
which is generally used in the state observer. In addition, it does not require any complex
calculation of the flux level or look-up tables.

9.6 Calculation of the Amplitude of the Third Spatial Harmonic of the
Magnetic Field in the Air-Gap

In previous sections the maximum values of the magnetizing currents g, ,..» is3qmar

in the planes d;-q; and ds-q have been introduced , but the meaning of these currents has
not been clarified. In this section the problem of maximizing the torque capability in
multiphase drives based on induction motors by adding a third spatial harmonic in the air-
gap field is investigated.

The analysis shows that not considering the inverter and motor current rating may lead
to suboptimal motor performance

It is worth noting that nearly all the papers that describe the control scheme of a
multiphase motor with high torque density choose a value of the third spatial harmonic of
the air-gap field that is deduced from a well-established method, namely the
maximization of the amplitude of the fundamental component of the air-gap field.
Although this choice could lead to an effective improvement of the motor torque in some
cases, actually there are situations where it turns out to be useless or even detrimental.

The main reason is that the maximization of the fundamental component of the air-gap
field coincides with the maximization of the motor torque only for the motor alone. When
the motor is considered as a part of a complete electric drive, the solution for the
maximum torque capability may be different. In fact, in the case of the whole drive, the
motor is subject to constraints such as the inverter voltage limit, the inverter current rating
or the machine thermal rating. These constraints remarkably affect the motor
performance.

A. Approach of Maximization of the Fundamental Component of the
Air-Gap Field

The corresponding values of the flux-producing components of the stator currents turn
out to be approximately as follows:

. 2.
lSld,max = ﬁl&l,rated (929)
1
= — (9.30)

i = I
S3d,max \/_ Sd ,rated
3
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where is; 44 1 the rated magnetizing current of the motor operating without third spatial
harmonic. Equations (9.29)-(9.30) are approximated in that the effect of the leakage flux
has been neglected for their determination.

To obtain the relationships (9.29) and (9.30), it is necessary analyze the air-gap
magnetic field present in a multi-phase electrical machine.

If no constraint on the motor currents is present, an increment of the fundamental
component of air-gap field always leads to an increment of the motor torque. For this
reason, (9.29) and (9.30) are usually adopted in the field-oriented control of high-torque
density multiphase drives.

The torque of a n-phase motor (the number n of phases is assumed odd) with only the
contributions of the first and the third harmonics can be written as follows:

2 2

T :g(f_lisuism +3f_3is3dis3qj (9.31)
R1 R3

where M1 and M3 are mutual inductances between stator and rotor windings in the plane

di-q1 and d3-q3, whereas L, and L, are rotor self inductances. As can be seen from (9.31),

the torque depends on all the current components, but it can be demonstrated that the first

term inside the brackets is usually the dominant one. This is the reason why the increment

of is1ain (9.29) has a positive repercussion on the motor torque.

B. Optimization of the Motor Torque

In practical applications, the torque capability of a multiphase motor drive is mainly
limited by the inverter current rating and the motor current rating. The maximum value

that is admissible for the stator current is denoted with 7 . . This current limit can be

expressed by (9.26).

Equation (9.26) is particularly important for the optimization of the torque in
multiphase drives. In fact, if the currents is;; and is3, are not set to zero and a third spatial
harmonic is added to the air-gap field, (9.26) shows that there is a reduction of the current
isiq at disposal for torque generation.

0.9

Normalized torque

0.8

Isas/ Isan

Fig. 9.7 Example of behavior of the maximum torque for different values of the ratio of the magnetizing
currents.
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Fig. 9.8 Maximum torque that can be obtained by adding a third spatial harmonic of the air-gap field as
a function of the ratio between the magnetizing current and the maximum current.
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Fig 9.9 Normalized values of the magnetizing currents isic and isiq for different ratios Isd,ratea/Im.

Consequently the maximum torque capability corresponds to a precise combination of
all the current components and results from a constrained optimization that has to
consider not only the maximum admissible value of the air-gap field but also inequality
(9.26).

Fig. 9.7 shows an example of the behavior of the maximum torque for different values
of the ratio of the magnetizing currents, and refers to the motor parameters in Tab. I. As
can be seen, the motor torque is maximum when the ratio is3s/is;s is about 0.32, and this
result is very different from that given by (9.29)-(9.30), that lead to a ratio of 0.5.

It is possible to shown that the torque improvement that could be obtained for a given
motor depends on the ratio between the magnetizing current Is; 4« and the maximum

current / as shown in Fig. 9.8. It is worth noting that the third harmonic is useless or

S,max *
even detrimental if this ratio is /2. / 2 or greater.

Fig. 9.9 show the behavior of the currents ig;; and is;, that correspond to the maximum
torque enhancement. As can be seen, the optimal values are similar to (9.29) and (9.30)
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only when the magnetizing current of the motor is small compared to the maximum
current, whereas they may be sensibly lower when the magnetizing current is at least 40%
of the maximum current.

9.7 Experimental Results

Fig. 9.10 shows some experimental results obtained with a field-oriented drive based
on a seven-phase induction motor. The figure compares the start-up transients in the cases
that the third spatial harmonic of the air-gap field is generated either according (9.29)-
(9.30) or according the proposed method. During the start-up transient the control system
tries to produce the maximum torque. As can be seen, in the second case the motor is
slightly faster, i.e. the motor produces a higher torque. In fact, after 0.4 s of acceleration,
the motor speed is about 430 rpm in the first case and 510 rpm in the second case.

Figs. 9.11-9.13 show the behavior of the motor during a start-up transient when the
torque reference is equal to the rated. Trace 9.11 of both Figs. 9.12 and 9.13 shows the
waveform of a line current during the transient. In addition Fig 9.11 shows the waveforms
of the estimated torque and of the currents isis and isi,, whereas Fig. 9.12 shows the
waveforms of the rotor speed and of the currents is3; and is3,. Initially, the motor is at
standstill and absorbs only the magnetizing currents is;; and igs,.

After the rated torque command, the motor starts up and the line current reaches the
maximum admissible amplitude (region I). In region II the control algorithm quickly
reduces is3q and, accordingly, is3,. In region III the motor flux keeps decreasing, as can be
recognized by examining the waveform of is4.

The control system, to entirely exploit the current limit (9.26) slightly increases isi4, to
take advantage of the progressive reduction of the other current components in region II
and III.

20kS/s 500ns/div Z0kS/s 500nsiiv
d «200n5/div ; : «Z00ONS/div

ad

Sod]

I ——r T ks T I B T

Phase current

‘A“. ‘-.‘ J "L ‘3. lJ' . 4‘.:'

- f

[/

¥

a) : 1 | b)
Fig 9.10 Experimental results. Behavior of a 7-phase induction motor during a speed transient when the

third spatial harmonics is generated by maximizing the fundamental component of the air-gap field (a), or
by maximizing the motor torque (b)
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Fig.9.11 - Start—up transient w1th rated torque Fig.9.12 - Start—up transient with rated torque
(500 ms/div). 1) Motor torque (20 Nm/div), 2) (500 ms/div). 1) Motor speed (750 rpm/div),
isig (2 A/div), 3) isi, (2 A/div), 4) Phase current  2) igy (1 A/div), 3) is3, (1 A/div), 4) Phase
(10 A/div). current (10 A/div).

Fig.9.13 - Start-up transient With rated torque. The time scale is 1 s/div for upper traces and 100
ms/div for lower traces. 1) Motor torque (20 Nm/div), 2) is14 (4 A/div), 3) isq (2 A/div), 4) Phase
current (10 A/div).

Fig. 9.13 shows the behavior of the control system in the same operating condition of
Fig. 9.11 and 9.12, but focuses the attention on region II. In this transition speed range,
the waveform of the line current is initially distorted by the presence of a third harmonic
component, but becomes more and more sinusoidal while is3q decreases.

9.8 Conclusions

A rotor-flux-oriented control scheme for high-torque density seven-phase induction
motor drives has been presented and experimentally assessed. The proposed control
scheme is able to exploit the maximum torque capability of the motor at any speed. Its
main advantage is that the flux control loop is independent of the base speed and the
motor parameters, except for the leakage inductance c,Ls,. In addition, it does not require
any complex calculation of the flux level or look-up tables

Furthermore the analyses of the problem of maximizing the torque capability of
multiphase drives based on induction motors by adding a third spatial harmonic in the air-
gap field is presented. The analysis takes into account the current limit of the motor and
of the inverter and shows that the traditional solution of this problem, available in
literature for induction motors without considering any current constraint, may lead to
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suboptimal motor performance. The main reason is that the traditional solution, based on
the maximization of the fundamental component of the air-gap field, is valid only for the
motor alone. When the motor is considered as a part of a complete electric drive, the
solution corresponding to the maximum torque may be different.

The results described in this paper can be useful for the design of multiphase induction
motors and drives, or for the tuning of the control systems.

The wvalidity of the theoretical analysis is verified by numerical simulation and
experimental results.
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(Chapter 1.()

Fault-Tolerant
Control Strategy Under an
Open Circuit Phase Fault
Condition

Abstract

In this chapter some different control strategies, suitable for open-phase fault operation
of multi-phase current regulated induction motor drives, are presented. These strategies,
which are valid in steady-state as well as in transient operating conditions, are then
compared in terms of stator and rotor copper losses and torque pulsations. The
comparison is based on an opportune mathematical model of the machine that,
exploiting the properties of the multiple space vector representation of multi-phase
systems, takes into account the first five spatial harmonics of the air-gap magneto motive
force.

An optimal free-disturbance control strategy, for multi-phase current regulated motor
drives, suitable for open-phase fault operation, is presented and tested. The proposed
strategy, minimizes the stator and copper losses in transient and steady-state operating
conditions.

The effectiveness of the proposed fault tolerant control strategies is confirm by
numerical simulations based on finite element analysis and by some experimental tests,
carried out on a seven-phase asynchronous motor drive prototype.

10.1 Introduction

The development of modern power electronic devices and the improvement in the
control techniques make it possible to consider the number of phases of variable-speed
motor drives as one of the design variables. As a consequence, the conventional three-
phase solution simply represents a particular case.

The increase of the phase number leads to a reduction of the stator current per phase
with the same power, with evident advantages in terms of inverter power devices.
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Furthermore, the improved spatial distribution of the Magneto Motive Force (MMF) in
the machine air gap reduces the rotor copper losses and the amplitude of the torque
pulsation [1]-[2].

A further advantage of multi-phase drives, with respect to the three-phase ones, is the
greater number of degrees of freedom that can be exploited in different ways.

One possibility consists in improving the fault-tolerant capability of the motor drive.
This characteristic represents a crucial point for all applications requiring a high degree of
reliability, such as aircraft or marine ones.

This chapter investigates a class of faults for multi-phase motor drives where one of
the phases becomes open-circuited. This type of fault can be caused by mechanical failure
of a machine terminal connector, an internal winding rupture, or by an electrical failure in
one of the inverter phase leg.

Some control strategies, able to ensure disturbance-free operation of multi-phase motor
drives under an open circuit phase fault condition, without any additional hardware
connection, have been already presented in literature.

In [3] and [4] the problem has been solved using the usual phasor representation of
each stator current in steady-state operating conditions. In [5] the proposed solution is
based on the Fortescue’s symmetrical component representation of the stator currents.
Also in this case reference is made to steady-state conditions.

A different approach, which is based on the multiple space vector representation of
multi-phase quantities [6], [7], has been proposed in [8] for multi-phase motors with
“sinusoidally ” distributed stator windings, having an odd number of phases.

In this chapter, the multiple space vector representation is used in order to define
different fault-tolerant control techniques for multi-phase current-regulated induction
motor drives. The proposed approach allows the analytical determination in closed form
of the waveform of the stator currents in the healthy phases, ensuring disturbance-free
operation in transient and steady-state operating conditions.

Using an opportune mathematical model of the seven-phase induction machine, which
takes into account the undesired effects of the third and fifth spatial harmonics of the
MMF in the air gap, the properties of the proposed control strategies, in terms of stator
and rotor copper losses and torque pulsations are analyzed and compared.

Some experimental tests have been carried out on a seven-phase asynchronous motor
drive prototype available in laboratory. The results confirm the effectiveness and the
properties of the proposed fault-tolerant control strategies.

10.2 Analysis of the MMF in the Air-Gap

The behavior of the MMF spatial distribution produced by the stator windings in the
air gap of the machine directly affects the rotor quantities dynamics, and then the rotor
copper losses and the electromagnetic torque.

Under the assumptions usually adopted and described in Chapter 5, the description of
the spatial distribution of the MMF in the air gap produced by the symmetrical stator
windings of a star connected multi-phase induction motor, can be written, in terms of
stator current space vectors, in the following compact form:
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‘J% s @], (10.1)

f5(05.1)= ey

277p p=13.5,.

In (3) M is the number of phases, Ns is the number of conductors in series per phase,
K.sp the p-th winding coefficient, p the pairs of poles, 05 a stationary angular coordinate
and iy, the p-th stator current space vector.

Note that this result (10.1) is valid both in steady-state and transient conditions, and
allows taking into account up to the (M-2)-th spatial harmonic

As (10.1) emphasizes, the MMF in the air gap has a non-sinusoidal distribution and its
spatial harmonic of order p (p =1, 3...., M-1) depends only on the corresponding current
space vector i , - In particular, its amplitude is proportional to the magnitude of i , and its

angular speed (in electrical radians per second) is wx, = w, / p, where w, 1s the angular
speed of i, .

In the ideal case of electrical machines with “sinusoidally” distributed windings, the
spatial harmonics of order greater than one can be neglected, then the MMF distribution
produced by the M stator windings can be expressed as:

M Ng K

f5(05.1)= —pwsp‘ﬁ [ (e ] (10.2)

27

As (10.2) demonstrates, the MMF in the air gap due to stator windings has a sinusoidal
spatial distribution, which depends exclusively on the instantaneous value of the first
stator current space vector is;. In particular, its amplitude is proportional to the magnitude
of ig; and its angular speed (in electrical radians per second) is @ ,; = w;, where ®; is the
angular speed of is; .

The other stator current space vectors do not contribute to the air gap MMF, therefore
they can be considered as degrees of freedom.

10.3 Operation in Healthy Conditions

In a current regulated multi-phase induction motor drive the reference value of the first
current space vector, i.e. ig s, is calculated by the control system to satisfy the

demanded torque and flux, whereas the remaining current space vectors are set to zero.

In this way, the MMF in the air gap has a nearly-sinusoidal distribution, torque
pulsations and rotor losses are strongly reduced, and stator copper losses are minimized.

This type of control strategy is illustrated in Chapter 8 and can be adopted because, in
absence of fault, the three stator current space vectors ig,ig;,igs are independent each
other, and can move arbitrarily in the corresponding d-q planes.

Note that, in the particular case of high torque density motor drives the reference
values of the first and the third current space vectors are calculated by the control system
to satisfy the demanded torque and flux, whereas only the space vectors 1, sprep (P 25)

are set to zero. This option was considered in the previous chapter.
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10.4 Current Control Strategies in Fault Conditions

When an open circuit phase fault condition occurs (phase k& open) the (M-1)/2 stator
current space vectors is; ,is3 ,iss ,...,is ax -2 are independent anymore, and the following
constraint must be satisfied:

M=2
ig = Y ig,a”™ P =0. (10.3)

p=1,3,5,...

Then, the three stator current space vectors fsp are independent anymore. As a

consequence, a new control strategy must be determined.

Disturbance-free operations can be achieved if the harmonic distribution of the MMF,
produced by the stator windings in the air gap in healthy and fault conditions is the same.

This stringent requirement can be satisfied for all the spatial harmonics only for
machines with ‘sinusoidally’ distributed stator windings. In fact, these machines
practically generate only the first spatial harmonic and different control strategies in fault
conditions simply affect the stator copper losses.

On the contrary, in the general case, it is always possible to maintain undisturbed only
the first spatial harmonic, considering the same reference space vector ig, .. The other

undesired MMF spatial harmonics interact with the rotor windings, producing rotor
copper losses and torque disturbances.

A block diagram of the proposed multi-phase fault-tolerant induction motor drive is
shown in Fig. 10.1.

The reference space vector iy, is requested by a field oriented control scheme,

whereas the optimal instantaneous values of the current reference space vectors ig; ., ,...,

I, are calculated by the fault-tolerant algorithm.

dc bus
gate
signals T T
T —
Control Current | - - M-phase

scheme

regulator|f ~ ” ; VSI

Fault-tolerant
algorithm

Fig. 10.1. Block diagram of a current regulated seven-phase induction motor drive with the proposed
fault-tolerant algorithm.
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A. Optimal Disturbance-free Operations in Fault Conditions

The first strategy (strategy (A)) is a disturbance free operation control algorithm,
which minimizes the instantaneous stator copper losses steady-state and transient
conditions

The instantaneous stator copper losses can be calculated as:

M
Py =R, Y5 . (10.4)
k=1,2,3...
Substituting the inverse Clarke transformation in (6), and considering a null value of
the zero sequence component, owing to the winding star connection, leads to:

)| - (10.5)

The reference space vector isi 1S requested by the control scheme, and the fault
algorithm calculates the most opportune remaining reference current space vectors
satisfying the optimization criterion and the constraint condition (10.3).

Equation (10.3) can be rewritten as

M=2

o =l _ 7 (k)
Z lSp,refa - _lSl,refa . (106)
p=3.5,..

As (10.6) suggests, each current space vector zTSp,,,ef (p = 3,5, M-2) can be
decomposed along two orthogonal directions (7 and N), as expressed by the following
relationship:

o — 7 =Pkl | ¥ r— p(k=1)
lSp,ref - lSp,ref,Ta + lSp,ref,N]a . (107)

Note that (10.7) defines a constraint exclusively for the 7-components, then, in order
to minimize the stator copper losses, all the N-components are set to zero,
As a consequence (10.6) and (10.7) can be rewritten as:

M=2

o —p(k-1) _ . — (k-1)
ZlSp,refTa g - _lSl,refa (108)
p=3.5,..
o - — p(k-1 _
lSp,ref = lSp,re/',Ta pUED (p_3a 53 M'2) (109)

The last step consists in the determination of the T-components fsp)ref’r (0 =3,5, M-

2). According to (10.9) the optimal solution coincides with (M-3)/2 equal T-components.

As a consequence, the optimal instantaneous values of the current reference space
vectors, which guarantee the minimum stator copper losses, taking the constraint (5) into
account, can be expressed in closed form, in a stator reference frame, as follows:

o PUkD)
- 2a” [T _(k_l)]
b

ot == i @ (p=3, 5, M-2) (10.10)
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It can be demonstrated that, in the particular conditions characterized by a space vector
isi ror TOtating on a circular trajectory with constant angular speed, the proposed fault
tolerant control scheme leads to a system of sinusoidal, but unbalanced, stator currents.

In the ideal case of ac motors with ‘sinusoidally’ distributed stator windings the
current space vectors calculated by (10.10) do not contribute to the spatial distribution of
the MMF. On the contrary, in the practical case, each current space vector is, s (p =3, 5,
M-2) produces two counter-rotating sinusoidal spatial harmonics of MMF of order p,
having the same amplitude.

In following analyzes for simplicity it will be supposed that the phase 1 breaks. This
hypothesis does not reduce the validity area of the theory but permits to simplify the
equations.

Therefore when the hypothesis is applied, (10.3) can be expressed as:

M-2
ig= Y-l (10.11)
p=1,3,5,...

In this situation for a five phase machine the current space vectors can be described by
means of two constants, as follows:

Issarer = Ksa Estarer (10.12)
iSSﬁ,ref = K3ﬂ iSlﬁJef

where
iSl,ref :iSla,ref +ji51ﬁ,ref (10 13)
iS3,ref :iS3a,ref + jiSSﬂ,ref

Under this hypothesis strategy A for a five phase machine can be expressed as follows:

K, =-1, K,,=0, a=2n/5. (10.14)

3a

Furthermore for a seven phase machine the equations (10.12) and (10.13) can be
defined as:

lS30L,r¢f = KS(x lSlu,ref

Ig3p,rer = K3 isip ref

. . (10.15)
Igsaref = Ksa Isia,re
issp rer = Kspigip,rer
where
lTSl,ref = iSla,ref + jiSI[’,,ref
’TS3,ref =530, ref T JI53p ref (10.16)

iSS,ref = iSSa,ref + jiSSB,ref

Strategy (A) can be expressed for seven phase machine as follows:
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Ks, ==1/2, K33=0, K5, =-1/2, Ks3=0. (10.17)

In steady-state operating conditions (i.e. i, rotating with constant angular speed on
a circular trajectory), the current space vectors i, . and i, move along an horizontal

segment (see Fig. 2a).

As a consequence, the interactions between the stator direct components and the rotor
reaction inverse components (and vice versa) produce a pulsating torque, having
frequency 2 f, where fis the stator current frequency.

B. Strategy (B)

In order to improve the spatial distribution of stator copper losses in the stator
windings and to minimize the peak inverter current, a new fault control strategy, can be
introduced.

Strategy (A) minimize the joule stator losses but it obtains different amplitude for line
currents both in transient and in steady state conditions. This situations can determine a
different temperature distribution for stator phases and a different exploitation of the
machine iron.

In steady state operating condition strategy (B) allow to obtain the same amplitude for
all remaining stator currents after the fault. This constrain saturate all degree of freedom
only for a five phase machine whereas, when the number of phases is higher than five, for
this problem there are infinite solutions.

Under this hypothesis strategy B for a five phase machine can be expressed:

_sin(a) —sin(2a) _

a
3p -3+4 cos(z) , a=2m/5 (10.18)

~ sin(a) + sin(2a)

In [3] one of the possible solutions is proposed but only with reference to steady-state
operating conditions, owing to the phasorial representation of the stator currents.

In this section the solution presented in [3] is introduced with vectorial representation,
useful for the implementation of a multi-phase drive based on vector control system.

For a seven-phase machine the equations (10.18) can be rewrite as:

K,, =-0.4450, K,,=-0.1882, K, =-0.5550, K, =0.2560 (10.19)

In (10.19) K,,,K,,K,, K, have not an analytic solution but only a numeric solution.

In steady-state operating conditions this leads to six sinusoidal stator currents of equal

amplitude and the current space vectors ig; ., and iy, move along elliptical trajectories

ref
(Fig. 10.2b). Therefore, also in this case, both the third and the fifth spatial harmonics of
the MMF are constituted by two counter-rotating components, leading to pulsating torque
components.

For multi phase system with a number of phases higher than seven a solution can be
always found but only in a numeric way.
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Fig. 10.2. Trajectories of the stator current space vectors. a) Strategy A. b) Strategy B. c) Strategy C.

C. Strategy (C)

Low frequency torque pulsation can represent a problem in some applications. In order
to eliminate this pulsating torque in fault conditions, counter-rotating stator MMF
components have to be avoided.

This result can be obtained for a five phase induction machine by forcing the current
space vectors i, s3.0¢ t0 move along circular trajectories, with constant angular speed.

The fault control strategy reaching this goal, with minimum stator and rotor copper
losses, can be defined as:

K, =-1, K 1 (10.20)

30 3 =

This result can be obtained by forcing the current space vector i, s3.p 10 MOVE along

circular trajectories, with constant angular speed.
For a seven phase machine the strategy (C) can be express as:

Ky, =-1/2, K,,=-1/2, K, =-12, K, =-1/2 (10.21)

3 S5a
In this case, the current space vectors i, o and igs s TOtate in the same direction of

i sirr » With the same angular speed, as can be seen in Fig. 10.2c.

For a generic M-phase machine with odd number of phases (10.20) and (10.21) can be
generalized as:

K, =-2/(M-3), K,=-2/(M-3), (p=3,5, ..., M-2) (10.22)

10.5 Comparison of the Fault-Tolerant Strategies in Steady-State
Conditions

The three proposed fault-tolerant strategies (A), (B), and (C) have been compared, in
steady-state operating conditions, in terms of stator and rotor copper losses, average
torque and torque ripple.
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In the case of ‘sinusoidally’ distributed stator windings, only the stator copper losses
must be calculated, owing to the undisturbed behavior of the other quantities.

The instantaneous stator copper losses can be evaluated by (10.5):

Taking (10.17), (10.19) and (10.21) into account for a five phase machine, it can be
demonstrated that:

3
Pis fauiecay = EPJS,healthy , (10.23)
Pis jaui 5y = 132786 P iy » (10.24)
Pis jaute ) = 2Ps heatiny - (10.25)

For a seven-phase machine:

5

PJS,fault(A) = ZPJS,healthy > (10.26)
PJS,fault(B) =1.303 PJS,healthy , (10_27)
3

P . =—P
JS, fault (C) 2 JS healthy ‘ (1028)
For a M-phase machine the ratio between the stator joule power losses in healthy
condition and fault conditions for strategies (A) and (C) can be expressed:

1
Ps. fou 4y = (1 + M 3JPJS,healthy ) (10.29)

PJS,fault(C) = (1 + ﬁjPJS,healmy . (10.25)

As can be seen, Strategy A is the best [8], whereas Strategy C is the worst.

This conclusion is independent of the number of phases.

The comparison in terms of rotor copper losses, average torque and torque ripple
depends on the operating conditions and is strongly affected by the stator winding
distribution. In the following, reference is made to a seven-phase squirrel-cage induction
machine, having stator winding with one slot per pole per phase. The machine parameters
are shown in Tab. L.

The mathematical model of a current fed seven-phase induction machine can be
written in terms of multiple space vectors as follows (stator reference frame):

TABLE 1
MOTOR PARAMETERS
RATED POWER 3500 W
RATED PHASE VOLTAGE 120Vyys, SOHZ
RATED SPEED 1450 RPM
POLE NUMBER 4
SLOT NUMBER 28
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Fig. 10.3. Rotor copper losses as function of the rotor speed.
0=R, 7, +2%% _ i pogp =1,3,5 10.26
- RlRp+ dt _]pa)¢Rp9 (p_ s s ) ( . )
Qry =M ig, + Ly, iRp’ (p=1,3,5) (10.27)
7 - .7
T=—p D> pM,ig,-jiy,, (10.28)
2 p=1,3,5

where Ry is the rotor resistance, Lg, and M, are, respectively, the rotor and mutual
inductances concerning the p-th spatial harmonic, and ® is the rotor angular speed in
electrical radians.

The behavior of the proposed fault-tolerant algorithms in steady-state conditions can
be determined by solving. (10.26)-(10.28) by means of a numerical procedure, assuming
the stator currents as input variables. Then, the rotor copper losses can be evaluated as
follows:

b =R, 7 |- (10.29)

2 p=1,35

Note that this model takes into account the first five spatial harmonics of the MMF in
the air gap.

The results of the comparison as function of the rotor speed (in p.u. of the rated value),
with rated value of the torque, are presented in Figs. 10.3-10.5.

1.2
~
< 115
& 11 /MX
‘i 1.05 — —_ = —s—Strat. A
3 1 ¥ = 8 |——Strat. B
go 0.95 —— Strat. C
S 09
5 \Waad
= 085
~
0.8

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Rotor speed (p.u.)

Fig. 10.4. Average torque as function of the rotor speed.
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Fig. 10.5.Torque ripple amplitude as function of the rotor speed.

Fig. 10.3 illustrates the rotor copper losses (in p.u. of the value in healthy condition).
As can be seen, Strategy A is slightly better than Strategy B, whereas Strategy C is clearly
the worst. Note that the rotor copper losses have a minimum for low rotor speed whereas
are constant for high rotor speed.

The average value of the torque (in p.u. of the rated value) as a function of the rotor
speed is shown in Fig. 10.4. Also in this case, Strategy C is the worst owing to the higher
value of the torque disturbance, and Strategy A is better than Strategy B.

The results of the comparison in terms of peak-to-peak amplitude of the torque ripple
are presented in Fig. 10.5. As expected, Strategy C generates no torque ripple in the
whole speed range, whereas Strategy A and Strategy B lead to high values of the torque,
especially at low speed. From this point of view, Strategy B is better than Strategy A.

Furthermore in order to emphasize the effectiveness of the fault tolerant control
strategy (A), the simulation of a field-oriented drive based on a five-phase surface
mounted permanent magnet synchronous motor has been implemented using FE analysis.

To better comprehend the undesired effects of the spatial harmonic components of the
magnetic field in the air gap two different double-layer stator winding arrangements,
having two slots per pole per phase, are considered.

Fig. 10.6. Cross-section of the permanent magnet motor, with a superimposed typical flux plot obtained
by FE analysis.
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Fig. 10.7. Simulation results. Waveforms of the stator current d-q components, required by the control
scheme during a torque reference ramp, in a rotor reference frame.
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Fig 10.8 Simulation results. Waveforms of the five stator currents, required in healthy conditions during
a torque reference ramp.
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Fig. 10.9. Simulation results. Waveforms of the five stator currents, required in fault conditions (phase 1
open) during a torque reference ramp.

In Case 1, the stator winding coil pitch is 9/10 and a relevant third harmonic spatial
component of the MMF is present (winding factor Kys3 = 0.794). In Case 2 the stator
winding coil pitch is 7/10 leading to reduced third harmonic component (winding factor
Kws3 = 0139)

The cross-section of the permanent magnet machine, with a superimposed typical flux
plot, is shown in Fig. 10.6.

A transient operating condition, corresponding to a torque ramp, in both healthy and
fault conditions, has been simulated.

The waveforms of the d-q stator current components required by the five-phase drive
control scheme, as a function of the rotor position, are presented in Fig. 10.7, whereas the
waveforms of the five stator currents injected in the stator windings in healthy condition,
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Fig. 10.10 Simulation results. Torque response calculated by FE analysis, in healthy conditions (coil
pitch = 9/10).
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Fig 10.11 Simulation results. Torque response calculated by FE analysis, in fault conditions (phase 1
open, coil pitch = 9/10).
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Fig. 10.12. Simulation results. Torque response calculated by FE analysis, in healthy conditions (coil
pitch = 7/10).

are illustrated in Fig. 10.8. As can be seen, during steady-state operating conditions, the
stator current are balanced and sinusoidal.

In fault condition, the stator current calculated by the fault tolerant control strategy on
the basis of (10.10) and injected in the stator winding are shown in Fig. 10.9. As
expected, in steady-state conditions, with an open-circuited phase, the proposed control
strategy requires a system of unbalanced sinusoidal stator currents.

The torque response obtained by FE analysis in Case 1 in healthy conditions is shown
in Fig. 10.10. As can be seen, the torque matches the reference value very well, except for
a small ripple due to the slot effects.

In Fig. 10.11 the corresponding torque response in fault condition is presented. Large
oscillations at relatively low frequency are clearly recognizable. They are caused by the
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Fig. 10.13 Simulation results. Torque response calculated by FE analysis, in fault conditions (phase 1
open, coil pitch = 7/10).

interaction of the third spatial harmonic produced by the stator windings with the third
spatial harmonic generated by the rotor permanent magnets.

The simulation result obtained in Case 2 in healthy conditions is illustrated in Fig.
10.12. The motor torque is lower than that produced in Case 1, owing to the reduced
value of the winding factor KwS1. However, the ripple amplitude remains very small.

The torque waveform in fault conditions is shown in Fig. 10.13. As in Case 1,
oscillations at low frequency are still present, but their amplitude is clearly reduced. This
is due to the small third spatial harmonic of the magnetic field generated by the stator
windings with coil pitch equals to 7/10.

In this second case, the proposed fault tolerant control strategy leads to practically
disturbance-free operation, in transient and steady-state operating conditions, as can be
recognized comparing the torque waveforms in Figs. 10.12 and 10.13.

10.6 Experimental Results

The behavior of the proposed fault tolerant strategies has been also verified by some
experimental tests performed on a seven-phase induction motor drive prototype.

The experimental setup consists of a custom-designed seven-phase voltage source
inverter feeding a seven-phase squirrel cage induction motor with full pitch stator
windings, whose parameters are reported in Table I.

The IGBTs are rated 30A and 600 V. The dc bus voltage is about 150 V, obtained with
a three-phase diode rectifier and filtered by a capacitance of 3300 pF.

The test motor is coupled to a separately excited dc machine acting as load. The
control algorithm is implemented in a Digital Signal Processor (DSP) TMS320F2812 and
the switching period is 100 ps.

An indirect field oriented control (FOC) drive with synchronous current regulators has
been implemented and its behaviour has been analyzed with and without an open circuit
phase fault.

The experimental tests in steady-state conditions have been carried out with a torque
reference of 10 Nm, and a rotor speed of about 300 rpm.
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The results obtained in healthy conditions are presented in Figs. 10.14-10.15. The
stator currents in phase 1, 2, 3, and 4, are shown in Fig. 10.14. As expected, the stator
currents are balanced and sinusoidal.

The behavior of the torque, which has been measured by a torque meter, is illustrated
in Fig. 10.15. As can be seen, the torque is practically constant.

The results achieved in fault conditions (phase 1 open) are illustrated in Figs. 10.16-
10.17 (Strategy A) and 10.18-10.19 (Strategy C), respectively.

As can be seen in Figs. 10.16 and 10.17, Strategy A allows sinusoidal and unbalanced
stator currents to be obtained, and the corresponding torque behavior is characterized by a
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Fig. 10.14 Experimental results. Waveforms of Fig. 10.15 Experimental results. Measured
stator currents in phase 1, 2, 3, and 4, in healthy torque in healthy conditions (100 ms/div, 5
conditions (20 ms/div, 5 A/div). Nm/div).

Fig. 10.16 Experimental results. Strategy A. Fig. 10.17 Experimental results. Strategy A.

Waveforms of stator currents in phase 1, 2, 3, and Measured torque in fault conditions (100
4, in fault conditions (20 ms/div, 5 A/div). ms/div, 5 Nm/div).
""\‘ \u""\ : ::-‘ P
AN .- ( b e m "
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Fig. 10.18 Experimental results. Strategy C. Fig. 10.19. Experimental results. Strategy C.
Waveforms of stator currents in phase 1, 2, 3, and Measured torque in fault conditions (100
4, in fault conditions (20 ms/div, 5 A/div). ms/div, 5 Nm/div).
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torque ripple having frequency double with respect to the stator one.

Also Strategy C leads to sinusoidal and unbalanced stator currents (Fig. 10.18), but
with amplitudes greater than those concerning Strategy A, according to the theoretical
results. Furthermore, as can be seen in Fig. 10.19, in this case the torque ripple
component at low frequency is practically absent.

10.7 Conclusions

In this chapter, three different control strategies for multi-phase machine, allowing
disturbance-free operation in the case of open-phase fault condition, have been proposed
and compared.

The determination of these fault-tolerant control strategies, which can be implemented
in steady-state as well as in transient operating conditions, is based on the multiple space
vector representation of the multi-phase quantities.

The comparison, in terms of stator and rotor copper losses, average torque and torque
ripple, is based on an opportune mathematical model of the seven-phase induction
machine that takes into account the first five spatial harmonics of the air-gap magneto
motive force.

The results of the comparison can be summarized as follows.

If the induction machine has ‘sinusoidally’ distributed stator windings, Strategy A is
optimal in terms of stator copper losses, whereas Strategy B is the best with reference to
the minimum peak inverter current.

In the case of induction machine with concentrated windings, Strategy A has the best
performance in terms of rotor copper losses and average torque, but Strategy C is the best
with reference to the torque ripple.

A seven-phase asynchronous motor drive prototype has been built in the laboratory
and some experimental tests have been carried out. The results have confirmed the
effectiveness of the proposed fault-tolerant control strategies.
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Multi-Motor Applications

Abstract

An interesting possibility, offered by multiphase machines is related to the so-called
multi-motor drives. A well-defined number of multiphase machines, having series
connected stator windings, with an opportune permutation of the phases, can be
independently controlled with a single multi-phase inverter.

In this chapter an electric drive consisting of two five-phase PM tubular actuators fed by
a single five-phase inverter is described.

The control scheme of the drive for position control is presented and the performance of
the drive is evaluated by experimental results

11.1 Introduction

Several applications, such as in textile manufacturing, industrial manipulators, winders
and electric vehicles, require more than one variable-speed electric drive.

The current solutions use a three-phase machine drive realized with a common dc link,
while each ac machine has its own voltage source inverter (VSI) as the supply.

A vector control algorithm can be applied to each three-phase machine separately to
obtain an independent control of every machine. In this way is possible to achieve
completely independent control systems able to operate with different machine types
(induction machine, brushless), with different speed and loading conditions.

The multi-phase drives permit to achieve the same results with a multi-motor
application. According to this solution, a single multi-phase inverter can supply several
multi-phase motors with different motor parameters and different load conditions. The
particularity of multi-motor applications is the fact that the motors are connected in series
even so every machine can be totally independent from each others [1]-[4].

On the contrary the existing attempts to utilize a single three-phase inverter for supply
and the vector control of two or more three-phase machines connected in parallel are
restricted to situations where speeds and loading of the machines are supposed to be the
same [5]-[8].
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Probably the first proposal of a multiphase variable speed electric drive dates back to
1969 [9]. While [9] proposed a five-phase induction motor drive, a six-phase (double star)
induction machine supplied from a six-phase inverter was examined in [10], [11]. The
early interest in multiphase machines was caused by the possibility to apply this
technology in high power applications where the reduction of the power per inverter leg
can be an attractive goal.

Other advantages of multiphase machines over their three-phase counterparts include
an improvement in the noise characteristics [12], in reliability (chapter 10) and in motor
torque density (chapter 9) [19].

The numerous degrees of freedom of multi-phase drive permit the full exploitation of
the different advantages of multi-machines for a single application. In other words when a
multi-phase machine is applied in a multi-motor application it can conserve the intrinsic
reliability.

Recent surveys of the state-of-the art in this area [12], [13] indicate an ever increasing
interest in multiphase machines within the scientific community world-wide.

The purpose of this chapter is to analyze a concept for a multi-phase multi-motor
vector controlled drive system in which stator windings of the machines are connected in
series, with an appropriate phase transposition, and the supply is a single current-
controlled VSI.

Two linear actuators with five phases are used for this applications.

The use of linear actuators in positioning drives has received a growing interest in
industrial applications [14]-[17]. Linear actuators provide thrust force directly to the load,
without mechanical transmissions of gear trains, thus leading to higher control bandwidth
and dynamic performance.

Fig 11.1 Some applications of
the linear actuators
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Fig 11.1 shows some useful industry applications for linear actuators.

Among the various linear actuators, tubular topologies with permanent magnet
excitation are particularly attractive, since they do not show the typical assembly
problems of linear open machines and show a compact structure and high force density
[14]-[17].

PM tubular actuators can be constructed with surface-mounted radial magnetized
magnets or with axially magnetized magnets. An interesting comparison between the two
solutions is carried out in [18], where the axially magnetized machine turns out to have
higher force density but to require more permanent magnet material. If the same volume
of permanent magnet is used, the two topologies lead to the same force density. However,
axially magnetized machine should be preferred because axially anisotropic rare-earth
magnets are usually less expensive and widely available.

The conventional approach for an electric actuator is to supply it with a three-phase
inverter. However, since variable-speed drives are invariably supplied from power
electronic converters, the number of phases does not have to be equal to three anymore
and it can be considered as a design variable.

The use of a multi-phase drive reduces the overall dimensions of the application and it
can ensure a global reliability.

11.2  Operating Principle

According to what was described in previous chapters, the machine equations in a
generic plane & can be resumed as follows:

_ - . dop

Vg =Rgig + jo, @g + - (11.1)
- . _  do

0=Rpip + J(a)l - a)m)¢Rk + d:k (11.2)

@k :LSk lTSk +Mk lTRk (11.3)

C’TR/( =M, lTSk + Ly, lTRk (11.4)

The multi-phase machines can be analyzed as the sum of different three-phase
machine connected in same shaft. The total torque produced is the weighted algebraic
sum of the torques of the single motors (11.5).

M M=2 B B
T=—p D kM, ig-jiy (11.5)
k=1,3,5,...

Since only one space vector is needed for the flux and torque control in one machine,
there is a possibility of using the existing degrees of freedom for controlling of other
machines that would be connected in series with the first machine.

However, if the control of the machines with series connected stator windings is to be
decoupled one from the other, it is necessary that the flux/torque producing currents of
one machine do not produce flux and torque in all the other machines in the group.
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In other words in a M-phase drive is possible to connect up to (M-1)/2 different
machines. Therefore every space vector can be used to independently control a single
machine.

In simple terms, and taking the five-phase machine case into account, it will become
possible to independently realize vector control of two five phase machines using a single
voltage source inverter, provided that the stator windings of the two machines are
connected in series and that an appropriate phase transposition is introduced so that the
set of five five-phase currents that produce rotating mmf in the first machine, does not
produce rotating mmf in the second machine and vice versa.

A correct phase transposition is essential for the operation of multi-motor applications.
This transposition is created on the basis of the general Park transformation presented in
the previous chapters (11.6).

M
5= 5@ (h=135...M2), (11.6)
M k=1
Equation (11.6) takes into account only the odd space vectors because the even vectors
are the complex conjugates of the previous ones.
Based to (11.6) the first space vector can be expressed by (11.7)

2 2
="y xa (k1) z—(xl +x,a+xa’ +x,a” +xat +...+xMaM’1)(ll.7)
M= M

where
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Fig 11.2 Five-phase machines Fig 11.3 Seven-phase machines
connection connection

Fig 11.4 Nine-phase machines connection

a=e M (11.8)

Furthermore also the second space vector can be expressed in a similar way.

-2 S —3(eer) 2 ( 3 6 9 12 3(M—1))

X, ——Zxka =—Ix, +x,0” +x;0” +x,0 x0T +. 4 x,0 (11.9)
M= M

Eq. (11.9) can be also re-written as:

-2 S —3(eer) 2 ( 3 6 9 12 3(M—1)) 11.1

x3—ﬁ2xk0[ 0 X, +x,0” +x;a° +x,0 Fx0 o+ x,a (11.10)

k=1

On the basis of relationships (11.10) and (11.7) it is possible to conclude that the phase
"1’ of all the machines will be connected in series without transposition, indeed the phase
step among X, and X, relatively to x; is zero.

The phase ‘2’ of second machine will be connected to the fourth phase of the first
motor because there is a displacement between X, and X, relatively to x» is a”.

In same way the Tables I, II, and IIl describe phase connections for five-phase
machine, seven-phase machine and nine-phase machine. Figure 11.2, 11.3, and 11.4
illustrate the same connections.

Table III and figure 11.3 show how the number of phases influences the possibility of
to connecting multi-phase machines in series. In fact, in Tab III, the machine described
with symbol M3 cannot be a nine phase machine but only a three-phase machine. This
means that it is possible to connect multi-phase motors in series even when the number of
the phases is different. Therefore if a nine-phase system is adopt, a standard three phase
machine can be connected to three others nine-phase machine and controlled
independently.
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In general, it is possible to conclude that the number of phases of system determines
both the number of machine that is possible connect, and the number of phases of the
connected machines.

If M is the number of phases of the application, two possibilities may arise:

1) M is a prime number. In this situation the maximum number of machines that
can be connected in series with phase transposition are equal to number of
independent space vectors.

Machine Number = ? (11.11)

1) M isn’t a prime number and it can be decomposed with a prime factorization.
By the fundamental theorem of arithmetic, every positive integer has a unique
prime factorization, therefore M can be expressed as a product of & factors.

M =pip?.p (11.12)
In this situation it is not possible to connect (M-1)/2 machines with M phases
because (p;-1)/2 machines must have p; phases, (p,-1)/2 machines must have
p2phases etc.

The maximum number of M-phases machines that can be connected is:

M_l_pl_l_pZ_l_ _pn_l

Machine Number =
2 2 2

Based on previous statement, with a nine-phase system (9=3) it is possible to connect
a single three-phase machine ((3-1)/2) and three nine-phase machines.

With a fifteen-phase system (15=5-3) it is possible to connect a single three-phase
machine, two five-phase machine , and four fifteen-phase machines.

11.3  Description of the Multi-motor Drive

In this section the analysis is focused on a multi-motor drive consisting of two tubular
axially magnetized actuators fed by a single five-phase inverter. The basic scheme of a
tubular PM actuator is shown in Fig. 11.5

The slider is composed by axially magnetized magnets and ferromagnetic pole pieces,
assembled within a non-magnetic stainless tube, whereas the stator has five star-
connected windings. The scheme of the connections of the two actuators is shown in Fig.

Fig 11.5 Basic scheme of a tubular permanent magnet motor with axial magnets.
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Fig 11.6 Block diagram of the control scheme

11.2.

The control scheme of the multi-motor drive is shown in Fig. 11.6. As can be seen, it is
possible to identify two different parts. The first one is related to the control of the first
actuator, whereas the second one is related to the control of the second actuator.

Each part is very similar to that of a traditional three-phase PM actuator. Positions x;
and x; of the sliders are measured by Hall sensors and are transformed into electric angles
0; and 6,. These angles are necessary for the implementation of the field-oriented control
of each actuator that requires the representation of the motor currents in the synchronous
reference frames d;-q; and dx-qp.

The PI regulators aj, as, by and b are used to adjust the actuator currents. The set-point
for the d component of the stator current is zero for both actuators, whereas the q
component of the stator current is proportional to the magnetic thrust force.

The PI regulators c; and ¢, adjust the currents i,; and i;» depending on the speed errors.
Finally, the proportional regulators d; and d, are used for the position control.

To improve the bandwidth of the position loop, two signals, proportional to the
derivative of the position set-points, are added to the speed errors (this feed-forward
action is very common in position control schemes adopted for applications of industrial
automation).

As can be seen, the control scheme of a single actuator does not present remarkable
differences compared to that of a three-phase actuator. Hence it can be understood also by
readers that are not familiar with multiphase technology.

However, the control scheme of the multi-motor has to combine the reference stator

voltage vectors vy, .., and v, ., together to generate the five-phase voltages.

Although the actuators are independent, they share the same dc-link bus.
Consequently, the exploitation of the potential of a multi-motor is possible only if the
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Fig 11.7 Validity domain of the magnitudes of the actuator voltage vectors

modulation strategy adopted for the five-phase inverter (VSIs) is able to produce the
requested output voltages.

Synthesizing more space vectors, in different d-q planes and simultaneously, is a
difficult problem. Two methods are usually adopted [16], i.e. Space Vector Modulation
(SVM) and carrier-based Pulse Width Modulation (PWM). For three-phase VSIs the two
methods have been proved to be equivalent, and they can be interchangeably
implemented. On the contrary, in the case of multiphase VSIs, the carrier-based PWM
method seems to be the most effective approach, and it has been adopted also in this
section.

The validity domain of v, -and vy, . is represented by the shaded area in Fig. 11.7.

As can be seen, the available voltage of an actuator depends also on the voltage used by
the other actuator. For this reason, if the thrust force delivered by an actuator has to
increase quickly, it is necessary to adopt a criterion to favor this actuator, but without
perturbing the operation of the other.

The control system has to limit excessive voltage request caused by the PI regulators.
For example, if the voltage required by the current regulators corresponds to point A in
Fig. 11.7, the control system limit is so that the reference voltage corresponds to point B.
In this way, the operation of the second actuator is not perturbed, whereas the first
actuator receives all the remaining available voltage.

11.4 Experimental Results

To verify the feasibility and the performance of the proposed multi-motor drive, some
experimental tests have been carried-out on a prototype available in laboratory. Each
actuator has a stroke of about 36 cm and can produce a thrust force of about 100 Nm. The
control algorithm is implemented in a Digital Signal Processor (DSP) TMS320F2812.
The switching period is 100 ps, corresponding to a switching frequency of 10 kHz.

The reference signals for the position of the sliders are sinusoidal, with variable
amplitude and frequency.
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Fig 11.8 Experimental results. Behavior of a the positioning multi-motor drive. The positioning references
are sinusoidal signals with an amplitude corresponding to the actuators stroke. (a) The first actuator is at

stand-still, whereas the second actuator moves with a frequency of 4 Hz. (b) The actuators move with
frequencies of 2 Hz and 4 Hz respectively.

Fig. 11.8 (a) shows the behavior of the multi-motor drive when the position reference
of the first slider is set to zero, whereas the amplitude of the second one corresponds
nearly to a full stroke, and the frequency is 4 Hz. As can be seen, the first actuator is in
steady-state, independently of the movements of the second one.

Fig. 11.8 (b) shows the behavior of the multi-motor drive when both actuators are
moving. The frequencies of the sinusoidal reference signals are 2 Hz and 4 Hz

respectively, and their amplitude are nearly equal. As can be seen, each actuator follows
its sinusoidal reference with good accuracy.

Fig 11.9 show the motor prototypes used in laboratory

11.5 Conclusions

This chapter presents a positioning multi-motor drive consisting of two PM tubular

Fig 11.9 Motor prototypes
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five-phase actuators fed by a single five-phase inverters. This kind of solution leads to a
more compact design and to a reduction in size and weight, and is seen with interest by
automation industry, for example, for aerospace applications.

Up to now, very little research has been done on positioning multi-motor drives. This
paper analyzes the control scheme of the drive and discusses the main problems that
could reduce the performance, such as the parasitic coupling between the actuators, the
limited available voltage, and the existence of cogging force.

These problems are analyzed in depth and the drive performance is evaluated by
experimental results.

11.6 References

[1]  E. Levi, R. Bojoi, F. Profumo, H.A. Toliyat, S. Williamson, “Multiphase induction motor drives — a
technology status review,” IET Electr. Power Appl., vol. 1, no.4, pp. 489-516, July 2007.

[2]  E. Levi, “Multiphase Electric Machines for Variable-Speed Applications,” IEEE Trans. on Industrial
Electronics, Vol. 55, No.5, May 2008, pp. 1893-19009.

[3] E. Levi, M. Jones, S. N. Vukosavic, H. A. Toliyat, "Operating principles of a novel multiphase
multimotor vector-controlled drive, IEEE Trans. on Energy Conversion, Vol. 19, No. 3, Sept. 2004,
pp- 508-517.

[4] E. Levi, M. Jones, S. N. Vukosavic, H. A. Toliyat, "A Novel concept of a multiphase, multimotor
vector controlled drive system supplied from a single voltage source inverter", IEEE Trans. on
Power Electronics, Vol. 19, No. 2, March 2004, pp. 320-335.

[5] Y. Kuono, H. Kawali, S. Yokomizo, and K. Matsuse, “A speed sensorless vector control method of
parallel connected dual induction motor fed by a single inverter,” in Proc. IEEE Ind. Applicat. Soc.
Annu. Meeting IA4S°01, Chicago, IL, 2001.

[6] Y. Matsumoto, S. Ozaki, and A. Kawamura, “A novel vector control of single-inverter multiple-
induction motors drives for Shinkansen traction system,” in Proc. IEEE Appl. Power Elec. Conf.
APEC’01, Anaheim, CA, 2001, pp. 608—614.

[71  R. P. Eguiluz, M. Pietrzak-David, and B. de Fornel, “Observation strategy in a mean control
structure for parallel connected dual induction motors in a railway traction drive system,” in Proc.
Eur. Conf. Power Elect. Appl. EPE, Graz, Austria, 2001.

[8] E. E. Ward and H. Harer, “Preliminary investigation of an invertor-fed5-phase induction motor,”
Proc. Inst. Elect. Eng., vol. 116, no. 6, pp. 980-984, 1969.

[9] M. A. Abbas, R. Christen, and T. M. Jahns, “Six-phase voltage source inverter driven induction
motor,” IEEE Trans. Ind. Applicat., vol. IA-20, pp. 1251-1259, Sept./Oct. 1984.

[10] K. Gopakamur, S. Sathiakumar, S. K. Biswas, and J. Vithayathil, “Modified current source inverter
fed induction motor drive with reduced torque pulsations,” Proc. Inst. Elect. Eng. B, vol. 131, no. 4,

pp. 159-164, 1984.

[11] A. N. Golubev and S. V. Ignatenko, “Influence of number of statorwinding phases on the noise
characteristics of an asynchronous motor,” Russian Elect. Eng., vol. 71, no. 6, pp. 41-46, 2000.

220



Multi-Motor Applications

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

G. K. Singh, “multiphase induction machine drive research—a survey,” Elect. Power Syst. Res., vol.
61, pp. 139-147, 2002.

M. Jones and E. Levi, “A literature survey of state-of-the-art in multiphase ac drives,” in Proc. 36th
Univ. Power Eng. Conf. UPEC, Stafford, U.K., 2002, pp. 505-510.

E. Masada, “Linear drives for industrial application in Japan — history, existing state and future
rospective,” Proceedings of LIDIA’95, Japan, pp. 9-12.

I. Boldea, “Linear electromagnetic actuators and their control: a review,” EPE-PEMC 2002,
Dubrovnik & Cavtat, Croatia, 9-11 Sept. 2002, P.1-P.13.

J.F. Eastham, F. Profumo, A. Tenconi, G. Gianolio, “ Linear drive in industrial application: state of
the art and open problems,” ICEM 2002, Bruge, Belgium, 25-28 August 2002.

J.F. Eastham, R. Akmese, H. C. Lai, “Optimum design of brushless tubular linear machines”, IEEE
Trans. On Magnetics, Vol. 26, No. 5, September 1990, pp. 2547-2549.

J. Wang, G.W. Jewell, d. Howe, “Design optimisation and comparison of tubular permanent
machine topologies,” IEE Proc. Electr. Power Appl. , Vol. 148, No. 5, Sept. 2001, pp. 456- 464.

L. Parsa, “On advantages of multi-phase machines,” in Proc. of IEEE IECON, 2005, pp. 1574-1579.

221












Appendix

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

List of papers by Michele Mengoni

D. Casadei, M. Mengoni, G. Serra, A. Tani, L. Zarri, "Assessment of an Induction Motor Drive for
High Speed Operation based on Matrix Converter,” Proc. of EPE 2007, 2-5 Sept. 2007, Aalborg,
Denmark, ISBN 9789075815108, IEEE Cat. No. 07EX1656C, Paper 598 on CD, pp1-10.

D. Casadei, M. Mengoni, G. Serra, A. Tani, L .Zarri, "A robust control scheme for induction motor
drives for applications in the field-weakening speed range", Proceedings of PCIM 2007, 22-24 May
2007, Nuremberg, Germany, CD-ROM, file "S3d-4", pp. 1 - 6.

M. Mengoni, L. Zarri, A. Tani, C. Rossi, G. Serra, D. Casadei, "Stator Flux Vector Control of
Induction Motor Drives in the Field-Weakening Region", Proc. of APEC 2007, Feb. 25- March 1,
2007, Anaheim, California, IEEE Cat. 07CH37843C, ISBN 1-4244-0714-1, Lib. of Cong. 90-
643607, ISSN:1048-2334, pp.207-213

M. Mengoni, L. Zarri, A. Tani, G. Serra, D. Casadei, "Stator Flux Vector Control of Induction Motor
Drive in the Field Weakening Region ", IEEE Trans. on Power Electronics, VOL. 23, NO. 2,
MARCH 2008, pp. 941-949.

D. Casadei, M. Mengoni, G. Serra, A. Tani and L. Zarri, "Seven-Phase Induction Motor Drive Based
on Stator Flux Vector Control," Proc. of SPEEDAM 2008, 11-13 June 2008, Ischia, Italy, pp.113-
119, IEEE Catalog Number CFP0848A-CDR, ISBN 978-1-4244-1664-6, Library of Conference
2007936381, Conference CD-ROM (paper 283).

D. Casadei, M. Mengoni, G. Serra, A. Tani, L. Zarri, "Field-Weakening Control Schemes for High-
Speed Drives Based on Induction Motors: a Comparison”, PESC 2008, 39th IEEE Annual Power
Electronics Specialists Conference, Rhodes, Greece, 15-19 June 2008, Conference CD-ROM, IEEE
Catalog Number: CFPO8POE-CDR, ISBN: 978-1-4244-1668-4, Library of Congress: 80-646675,
ISSN: 0275-9306, pp. 21591- 2166.

Alberto Lega, Michele Mengoni, Giovanni Serra, Angelo Tani, Luca Zarri “General Theory of
Space Vector Modulation for Five-Phase Inverters” Proc. of ISIE 2008, 30 June- 2 July 2008,
Cambridge, England, pp.237-244, IEEE Catalog Number CFPO8ISI-CDR, ISBN 978-1-4244-1666-
0, Library of Conference 2007936380.

Domenico Casadei, Michele Mengoni, Giovanni Serra, Angelo Tani, Luca Zarri, "Optimal Fault-
Tolerant Control Strategy for Multi-Phase Motor Drives Under an Open Circuit Phase Fault



Appendix

[9]

[10]

[11]

[12]

[13]

[14]

[15]

226

Condition", Proc. of ICEM 2008, 6-9 September 2008, Vilamoura, Portugal, IEEE Catalog Number
CFP0890b-CDR, ISBN 978-1-4244-1736-0, Library of Conference 2007906913.

D. Casadei, M. Mengoni, G. Serra, A. Tani, L. Zarri, "An Algorithmic Approach To Space Vector
Modulation For Multiphase Inverters”, Proc. of the Twenty-Fourth Annual IEEE Applied Power
Electronics Conference and Exposition (APECQ09), Feb. 15-19, 2009, Washington DC, USA, ISBN
978-1-4244-2812-0, ISSN. 1048-2334, IEEE Catalog. CFPO9APE-CDR, pp.1824-1830.

D. Casadei, M. Mengoni, C. Rossi, G. Serra, A. Tani, L. Zarri, " A Control Scheme With Energy
Saving and DC-Link Disturbance Rejection For Electric Vehicles," IEEE IEMDCQ9 , International
Electric Machines and Drives Conference, Miami, Florida, USA, May 3-6, 2009, IEEE Catalog
Number CFPO9EMD, ISBN: 978-1-4244-4252-2, pp 2125-2132

Domenico Casadei, Michele Mengoni, Giovanni Serra, Angelo Tani, Luca Zarri "Carrier-Based
PWM with Minimum Power Losses for IGBT Multiphase Inverters” Proc. of EPE 2009, 8-10 Sept.
2009, Barcelona, Spain, ISBN 9789075815009, Paper 653 on CD, pp 1-10

Domenico Casadei, Michele Mengoni, Giovanni Serra, Angelo Tani, Luca Zarri "Comparison of
Different Fault-Tolerant Control Strategies for Seven-Phase Induction Motor Drives" Proc. of EPE
2009, 8-10 Sept. 2009, Barcelona, Spain, ISBN 9789075815009, Paper 662 on CD, pp 1-9

Alberto Lega, Michele Mengoni, Giovanni Serra, Angelo Tani, Luca Zarri “Space Vector
Modulation for Multiphase Inverters Based on a Space Partitioning Algorithm” IEEE Trans. on
industrial electronics, VOL. 56, NO. 10, OCTOBER 2009, pp. 4119-4130.

D. Casadei, M. Mengoni, G. Serra, A. Tani, L. Zarri, “Minimization of the Power Losses in IGBT
Multiphase Inverters with Carrier-Based Pulse Width Modulation” accepted for future publication
on IEEE Trans. on Industrial Electronics

D. Casadei, M. Mengoni, G. Serra, A. Tani, L. Zarri ,“A Control Scheme with Energy Saving and
DC-Link Overvoltage Rejection for Induction Motor Drives of Electric Vehicles” accepted for future
publication on IEEE Trans. on Industry Applications









	1 Frontespizio tesi Mengoni eng
	1.1bianca
	1.2bianca - Copia
	1.3bianca
	2 Indice
	2.1bianca - Copia (2)
	3 Preface
	3.1bianca - Copia (3)
	3.5 Part I
	4 Capitolo 1
	4.1bianca - Copia (4)
	5 Capitolo 2
	5.1bianca - Copia (5)
	6 Capitolo 3
	7 Capitolo 4
	8 Part II
	9 Capitolo 5
	10 Capitolo 6
	11 Capitolo 7
	12 Capitolo 8
	12.1bianca - Copia (6)
	13 Capitolo 9
	14 Capitolo 10
	14.1bianca - Copia (2) - Copia
	15 Capitolo 11
	15.1bianca - Copia (3) - Copia
	15.1bianca - Copia (4) - Copia
	15.1bianca - Copia (7)
	16_Appendix
	bianca - Copia (7) - Copia - Copia
	bianca - Copia (7) - Copia

