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Preface

Electrical machines are critical components in several industrial processes and are frequently integrated in commercially available equipments. Some of the major concerns that direct the research activity in the field and raises the interest of industries are safety, reliability, efficiency, and performance of these components. With issues such as ageing, high reliability requirements, and cost competitiveness, the issues of electrical machine fault detection and diagnosis are of increasing importance. In this framework three-phase induction motors are the “workhorses” of industry and are widely employed in several different applications even if permanent magnet synchronous motors are becoming more and more competitive and popular.

Though electrical machines are very reliable, a lot of failures occur and the challenge is to detect them at an early stage in order to provide, whenever possible operational continuation.

Recently inverter fed machines for variable speed drives are spreading in many industrial fields and the diagnosis of mechanical and electrical faults becomes a more complex issue. In fact the variables usually monitored for diagnostic purposes are inevitably influenced by the control system. In this sense the techniques developed for line-fed induction motors and open loop drives cannot be used straightforward as the control system of the drive changes the effects that the fault would introduce in several quantities, hence not allowing a proper detection and quantification of the extension of the fault itself.

Specific application fields where an effective diagnostic system is gaining an increasing interest are traction applications and wind energy production systems. In both these fields continuous operation is a key item and the need of a preventive fault diagnosis is an extremely crucial point for safety and economical reasons. In this framework it is interesting to detect incipient faults as soon as possible in order to minimize maintenance cost and to prevent unscheduled downtimes by using advanced on-line diagnostic techniques tailored on the specific variable speed drive application.

A further complication, in the field of electrical machine diagnosis, which is still one of the major concerns under investigation is the possibility to develop diagnostic techniques that could retrieve a robust fault index in continuous non-stationary operating conditions. In fact most of the techniques already developed for mechanical and electrical fault detection in induction motors are based on spectral analysis, that would fail to discriminate between healthy and faulty machines whenever time varying conditions are considered.

However electric drives are commonly driven by a digital processor that fosters the implementation of advanced signal processing operations, embedded in the drive control. Nevertheless though the computation time itself is not an issue provided that data are sampled, stored and post processed, minimum complexity is usually an almost mandatory requirement in industrial applications. Moreover the diagnostic system is typically requested to be non invasive and for this reason is usually based on the measure of electrical quantities subsequently processed.

In the present thesis three different diagnostic techniques for variable speed drives employed in railway traction application and wind energy production systems are presented to cope with the issues discussed above.
Chapter 1

Electrical Machine Faults

1.1. Introduction

Fault diagnosis of rotating electrical motors has received intense research interest. Condition monitoring leading to fault diagnosis and prediction of electrical machines and drives has attracted researchers in the past few years because of its great influence on the operational continuation of several industrial processes. Correct diagnosis and early detection of incipient faults result in fast unscheduled maintenance and short down time for the process under consideration. They also avoid harmful, sometimes devastative, consequences and help reducing financial loss.

An ideal diagnostic procedure should take the minimum measurements necessary from a machine and by analysis extract a diagnosis, so that its condition can be inferred giving a clear indication of incipient failure modes in a minimum time.

Several number of general survey papers on condition monitoring techniques are present in literature for electrical machines, such as [1] [2] [3] [4], furnishing an exhaustive overview on different diagnostic procedures adopted for the most common and frequent faults occurring in induction and permanent magnet motors most of all.

Electrical machines and drive systems are subjected to many different types of faults. These faults include:

a) Stator faults which are defined by stator winding open or short-circuited,
b) Rotor electrical faults which include rotor winding open or short-circuited for wound rotor machines and broken bar(s) or cracked end-ring for squirrel-cage machines.
c) Rotor mechanical faults such as bearing damage, eccentricity, bent shaft and misalignment
d) Failure of one or more power electronic components of the drive system
e) Broken, cracked or deteriorated magnetic material for permanent magnet machines.

Generally speaking a fault in an electrical machine modifies its symmetrical properties. Characteristic fault frequencies therefore appear in the measured sensor signals, depending on the type of fault. Noninvasive monitoring is achieved by relying on easily measured electrical or mechanical quantities like current, voltage, flux, torque, and speed. The reliable identification and isolation of faults are still, however, under investigation as there are some open issues:
a) Definition of a single diagnostic procedure for identification and isolation of any type of faults;
b) insensitivity to operating conditions;
c) reliable fault detection for position, speed and torque controlled drives;
d) reliable fault detection for drives in time-varying conditions;
e) quantitative fault detection in order to state an absolute fault threshold, independent of operating conditions.

An efficient diagnostics system paves the way for a fault-tolerant drive that is the target for the future. In fact, ruggedness and intrinsic reliability has been considered as peculiar features of electrical machines and especially of induction motors before the advent of power electronics. The latter have revolutionized electrical drives leading to higher performances and new potential applications though reducing the overall reliability.

Recently, power converter faults are being investigated as well, aiming at the design of a fault tolerant drive. Specifically several control strategies have been analyzed in order to find which of them better fit into a remedial operating mode for the machine post-fault performance [5],[6].

A related aspect that is still not deeply investigated is the impact of the control strategies usually employed for converter fed motors on the diagnostic procedures usually developed for mains supplied machines and that is more and more attracting the interest of researchers.

A recent reliability paper [7] states the distribution of induction motor faults and shows possible scenarios for after fault, detailing the repair-replace decision process. The distribution of induction motor faults is listed in [7] as bearing (69%), rotor bar (7%), stator windings (21%) and shaft/coupling (3%). Nevertheless the large majority of published papers deal primarily with rotor related faults, then with stator related faults, and at last with bearing faults.

A motivation for this counterintuitive distribution is that stator electrical faults are mitigated by recent improvements in the design and manufacturing of stator windings. However, in case of machine driven by switching power converters, the windings are stressed by voltages including high harmonic contents. The latter option is becoming the standard for electrical drives. One solution is the development of improved insulation material and treatment processes. On the other hand, squirrel-cage rotor design was slightly changed and as a result, rotor faults now account for a larger percentage of total induction motor failures. Rotor bars breakage can be caused by thermal stress, electromagnetic forces, electromagnetic noise and vibration, centrifugal forces, environmental stress (abrasion), mechanical stress due to loose laminations, fatigue parts or bearing failures.

1.2. Mechanical Faults

About 40–50% of induction motor faults are related to mechanical defects, among them a rough classification includes: damage in rolling element bearings, static and dynamic eccentricity.

Most electrical machines use either ball or rolling-element bearings, which consist of two rings: outer and inner rings. Balls or rolling elements rotate in raceways inside the rings. Bearing faults may be reflected in defects of outer race, inner race, ball, or train. Even under normal balanced operation with good shaft alignment, fatigue faults can take place. Vibrations, internal stresses, inherent eccentricity, and bearing currents due to electronic drive systems have strong influence on developing such faults.

In a general way, a fault in the load part of the drive gives rise to a periodic variation of the induction motor load torque. Examples for such faults causing torque oscillations include: general fault in the load part of the drive system, e.g. load imbalance; shaft misalignment; gearbox faults; bearing faults. Torque oscillations already exist in a healthy motor due to space and time harmonics of the air-gap field, but the considered fault related torque oscillations are present at particular
frequencies, often related to the shaft speed. Shaft vibration frequencies associated with different ball bearing faults were given as in (1.1), (1.2), (1.3), (1.4) [8]. In the following the symbol $F_C$ will be used for the cage fault frequency, $F_I$ for the inner raceway fault frequency, $F_O$ for the outer raceway fault frequency, $F_B$ for the ball fault frequency, $F_R$ for the shaft rotating frequency, $D_b$ for the ball diameter, $D_c$ for the pitch diameter, $N_B$ for the number of rolling elements, $\beta$ for the ball contact angle.

$$F_C = \frac{1}{2} F_R \left(1 - \frac{D_b \cos \beta}{D_c} \right) \quad (1.1)$$

$$F_O = \frac{N_B}{2} F_R \left(1 - \frac{D_b \cos \beta}{D_c} \right) \quad (1.2)$$

$$F_I = \frac{N_B}{2} F_R \left(1 + \frac{D_b \cos \beta}{D_c} \right) \quad (1.3)$$

$$F_B = \frac{D_c}{D_b} F_R \left[1 - \left(\frac{D_b \cos \beta}{D_c} \right)^2 \right] \quad (1.4)$$

Typically, bearing faults are detected through vibration signals. The use of electrical signals is, however, preferable in many applications. There are a number of papers dealing with the detection and diagnosis of faults in rolling element bearings based on the analysis of the current of the induction machine. The link between vibration and current components can be presented as follows: the vibration component at one of the mechanical characteristics frequency of the defect $f_{car}$ acts on the electrical machine as a torque ripple $\Delta T_i(t)$ that produces a speed ripple $\Delta \omega(t)$. The consequent mechanical angular variation produces an angular fluctuation in the magnetic flux. Hence the vibration is seen as a torque component that generates in the current two components at frequencies at $F_{be}$ [9]:

$$F_{be} = \left| f \pm k f_{car} \right| \quad (1.5)$$

where $f$ is the supply frequency. Therefore bearing faults generate stator currents at predictable frequencies $F_{be}$ (1.5) [10], related to the mechanical characteristics frequency and electrical supply frequency. However the modulating components feature a very small amplitude that is buried in noise. Therefore the use of dedicated signal processing techniques is mandatory to extract efficiently the fault signature from the current. In summary, extensive research activity focuses on bearing fault detection based on current signals. Industrial systems, however, are still based on vibration signals as they are the only reliable media at the present time.

On the other hand, eccentricity faults in induction motors have been largely investigated in the last years. It is well known by mechanical engineers, that the eccentricity of a cylinder rotating around an air-gap can be classified as static, dynamic or mixed. For the static eccentricity, the center of rotation is simply displaced from the original center of a certain quantity. Then, for a dynamic eccentricity, the center of rotation is still at its origin while the cylinder is displaced. Finally, for the mixed eccentricity, both the cylinder and the center of rotation are displaced from their respective origin. Fig. 1.1 taken from [1] shows these three cases. Air gap eccentricity is one of the most common failure conditions in an induction machine. An eccentricity may be caused by many problems such as bad bearing positioning during the motor assembly, worn bearings, bent rotor shaft, operation under a critical speed creating rotor whirl [11].

The eccentricity generates a force on the rotor that attempts to pull the rotor from the stator bore [12]. It also causes excessive stressing of the machine and greatly increases the bearing wear.
Furthermore, the radial magnetic force due to the eccentricity can also act on the stator core and expose the stator windings to unnecessary and potentially harmful vibration.

All types of eccentricity are related to both torque and speed oscillations. Therefore, the frequencies detected in stator current spectrum analysis were all function of the rotor speed. It was proved [12] that, under mixed eccentricity condition, the stator currents contain the following frequencies:

$$f_{ecc} = f \pm k \frac{1-s}{p} f$$  \hspace{1cm} (1.6)

where $f$ is the supply frequency, $s$ is the machine slip and $p$ is the pole pairs number. It was also proved that there are always mixed eccentricity on the motor. However, if the load torque presents an oscillation due to other mechanical reasons, the frequencies related to the eccentricity and to the load torque overlap on the current sidebands and thus the frequencies provided by the expression (1.6) are no longer enough for the diagnosis.

1.3. Electrical Faults

In this thesis only these type of faults have been investigated, focusing the attention mainly on rotor faults for squirrel cage induction motors (i.e. broken bars) and stator and rotor asymmetries in doubly fed induction machines typically employed in wind generation systems.

The analysis of performances of induction machines under stator and rotor faults has attracted large interest in both academia and industry. For academia this topic is an excellent example of a rather complex non-linear electromechanical system with a number of moving circuits mutually coupled, with an asymmetrical structure. For industry the main concern is the detection of any
machine failure at an early stage, in order to avoid downtime and replace damaged parts during scheduled maintenance operations, thus allowing remarkable cost reductions.

### 1.3.1. Stator faults

Two main classes of stator winding failures can be considered: asymmetry in the stator windings such as an open phase failure and short-circuit of a few turns in a phase winding. The former allows the machine to operate with a reduced torque while the latter leads to a catastrophic failure in a short time. The model of the machine is a key item and is remarkably different for the two classes. In case of winding asymmetry, the winding parameters are changed in the usual machine models while in case of shorted turns, the structure of the equations changes by increasing the number of state variables.

Traditionally, an electrical or magnetic non-rotational asymmetry of induction machine or an asymmetry in the supply voltages is detected through the stator current negative sequence. The machine behaviour is not the ideal one but no drastic action must be taken in case of small asymmetries. A strong electric asymmetry, as an open phase, causes a negative sequence of the same order of magnitude of the positive one. Therefore, this last event is easily detected and the protection system is activated.

A short-circuit is recognized as one of the most difficult failures to detect. The usual protection might not act and the motor might keep on running while the heating in the shorted turns would soon cause critical insulation breakdown. If left undetected, turn faults can propagate, leading to phase-ground or phase-phase faults. Ground current flowing results in irreversible damage to the core and the machine must be removed from service. Therefore, incipient detection of turn faults is mandatory.

One of the simplest but effective method is the continuous monitoring of the negative sequence of the stator current as is usually done in case of asymmetry of the stator windings. However the main issue is still the lead time to a failure. For low voltage induction machines it is so small that an on-line diagnostic system may be useless. The worst case is a fault with a small number of shorted turns for which the lead time is around a few seconds. Counter intuitively, the lead time is just slightly increased weakening the magnetizing field [13].

A model based approach could be useful for scientific purposes and to deeply understand machine behavior but not for industrial applications. In fact, these models require a thorough knowledge of machine design parameters usually not readily available from the manufacturer. In summary, the available models are nice analytical tools helping engineers to predict machine behaviour, whereas the issue of detecting a short-circuit event with on-line measurements of a machine without interrupting its operation is an open problem.

Many proposals have been presented for the use of negative sequence current that is sensitive to different phenomena beyond stator asymmetry [14]. It is also related to the short circuit, namely, it is minimum for one shorted turn that is the worst case. An effective diagnostic procedure should distinguish between the negative sequence caused by the short circuit that must be linked to a few fundamental parameters of the machine and the negative sequence caused by unbalanced voltages, saturation and winding asymmetries.

In order to take into account the effects of unbalanced voltages [14] both current and voltage signals are acquired and a procedure is proposed with the aim to replace the usual protection with more sophisticated system, able to disconnect the machine before a complete failure. Using current and voltage signals the negative sequence impedance can be computed. The latter is quite constant unless a failure is taking place in the machine. It is suggested that a fault alarm is triggered if a deviation larger than up to 6% occurs. This threshold must be tuned in order to consider intrinsic asymmetries. To this aim a series of tests has been made in order to compute the cross-impedances between the voltage and current sequences and their variation with the machine load [15], [16]. A deep investigation on the behaviour of cross-admittance between current negative sequence and
voltage positive sequence is presented in [17] where a relationship is given between the amplitude of the cross admittance and the number of shorted turns.

In [18], some assumptions were made that allow computation of the negative-sequence current caused by the short circuit with a reduced number of machine parameters, provided that the number of shorted turns is very low.

For one shorted turn only the limit value for the amplitude of the negative sequence component is obtained from the following relation:

\[ I_n = \frac{n_N V}{6NR_s} \quad \text{with} \quad n_N \to 1 \quad (1.7) \]

where \( n_N \) is the number of shorted turns, \( V \) is phase voltage, \( N \) is the number of turns per phase and per pole, and \( R_s \) is the stator resistance. Relationship (1.7) is proposed to state a threshold current for the worst case, which is a single short-circuited turn, once the bias introduced by the intrinsic stator asymmetry and by the voltage negative sequence component has been removed.

However the threshold value is very low, thus relying on negative sequence current makes it very difficult to sense the case of a minimum number of shorted turns. For this reason diagnostic procedures based on the inverse sequence and more in general on the signature analysis of machine currents in case of stator fault are suggested to be used as a second level of diagnosis, after a proper evaluation of the insulation condition that could be performed with sophisticated techniques such as Partial Discharge (PD) activity monitoring [19].

Another interesting approach is based on the fluctuation of the space vector of the currents created by any fault unbalance [20].

Further proposals can be found in the literature looking at other current components influenced by stator winding short circuits. The use of signal injection was investigated in [21], [22] and [23] in order to diagnose stator faults in drives with different results.

In the present thesis stator faults are investigated in Doubly Fed Induction Machines. In this case also rotor currents are available and the effect of such a fault could be detected also through their signature analysis. In fact, as happen in case of rotor fault, the inverse sequence component in the stator currents provokes an electromechanical frequency propagation phenomenon which will lead to the appearance of the first fault harmonic on rotor currents at frequency \((2-s)f\) where \( f \) is the supply frequency and \( s \) is the slip. The resulting chain of frequency due to such an electromechanical interaction will be presented in the next paragraph for rotor faults and will be subsequently detailed in chapter 4 in case of stator faults. It’s worth noting that all the above considerations are done neglecting the impact of the control system usually employed in variable speed drives.

1.3.2. Rotor faults

Two different types of squirrel-cage rotors exist in induction motors, namely, cast and fabricated. Fabricated cages are used for very high ratings and special application machines where possible failure events occur on bars and end-ring segments. Cast rotors are almost impossible to repair after bar breakage or cracks although they are more durable and rugged than fabricated cages. Typically, they are used in laboratory tests to validate diagnostic procedures for practical reasons. Broken bar and cracked end ring faults share only 5–10 % of induction machine faults but the detection of these events is a key issue.

While in case of stator faults machine operation after the fault is limited to a few seconds, in case of rotor faults the machine operation after the fault is not restricted. On the other hand, the current in the rotor bar adjacent to the faulty one increases up to 50 % of rated current leading to potential further breakage and stator faults as well. In summary, an accurate detection of rotor faults
may lead to a complete diagnostic process whereas the fault detection of stator winding faults can lead only to an intelligent protection system.

Motor current signature analysis (MCSA) has being extensively used to detect broken rotor bar and end ring faults in induction machines. It is well known from the rotating field theory that any rotor asymmetry generates a component at \((1-2s)f\) in the stator current spectrum with the assumption of constant speed or infinite inertia where \(f\) is the frequency of supply voltages, and \(s\) is the machine slip. Removing these assumptions a component at \((1+2s)f\) appears in the current spectrum as confirmed by experiments. An effective diagnostic procedure must take into account for both components [24].

In [25], an insightful analysis of the link between the sideband component amplitude and the rotor asymmetry is presented. The cause to effect chain was theoretically proved as follows.

Symmetrical stator windings supplied at frequency \(f\) produce a rotating field at electric frequency \(f\), which induces electro-motive forces (emfs) in the rotor circuits at frequency \(sf\). In case of rotor asymmetry, the rotor currents produce a counter-rotating magnetic field at frequencies \(-sf\). This component produces a stator current component at \((1-2s)f\), whose amplitude is \(I'_1\) and that is referred to as original left side component. Consequently a torque ripple and a speed ripple are generated at frequency \(2sf\) that modulate the rotating magnetic flux. This modulation produces two current components: an additional left-side component at \(I''_1\) and a right side component at \((1+2s)f\), whose amplitudes are quite equal. The additional left-side band components overlap the original one. However they are opposite in phase, and the actual left-side band component amplitude is \(I_l = I'_1 - I''_1\). Hence the original left-side band component amplitude is simply obtained summing the amplitude of the left and right side band components, \(I_l = I_l + I''_1 = I_l + I_r\). The complete fault frequency propagation due to such electromechanical interaction is represented in Fig. 1.2. The speed reaction can be seen as a damping effect decreasing the original left sideband. It turns out that the sum of the amplitudes of the side band components is quite constant with the inertia and equal to the amplitude of the left component in case of infinite combined rotor-load inertia value.

Thanks to the latter assumption simple but effective model can be defined that leads to a quantitative analysis of the fault severity. In case of \(n_r\) contiguous broken bars it was proved [26] that in steady state conditions the ratio between the amplitude of the left component and of the fundamental current component is equal to the ratio between the number of contiguous broken bars \(n_r\) and the total number of bars \(N_r\).

\[
\frac{I'_l}{I} = \frac{I_l + I_r}{I} \approx \frac{n_r}{N_r} \quad (1.8)
\]

Equation (1.8) is an approximate relationship proven with heavy assumptions (the magnetizing current, the contribution of the end-ring segment to the bar resistance, the bar reactance are
neglected). However, it is nicely in agreement with experimental results obtained with large machines [27].

Two phenomena that could affect the extension of the fault by means of (1.8) are the effect of saturation and interbar currents. Saturation produces a third harmonic in the rotor current. Consequently a component at \((1+2s)f\) appears in the stator current leading to a frequency propagation phenomenon that could affect the proper detection and quantification of the fault [28].

On the other hand, interbar currents tends to mask the asymmetry produced by a bar breakage leading to an under estimate of the rotor fault extension.

Different approaches can be found in literature using multiple electric signals. A very famous one which was also designed to diagnose rotor faults in vector-controlled induction motor drives is the so called Vienna monitoring method (VMM) [29]. This technique relies on voltage, current signals and measured rotor position to check deviations in terms of instantaneous torque obtained by two different machine models. This procedure was proposed as a quantitative diagnostic index independent of inertia and load.

Finally Other techniques can be found relying on the rotor resistance variation estimation[30], instantaneous power spectral analysis [31] and high frequency signal injection [32],[21] for the detection of rotor faults in squirrel cage induction motors.
Chapter 2

Induction Motor Models

2.1. Introduction

The models developed for the squirrel cage induction machine and the doubly fed induction generator take into account only the fundamental spatial component of the air-gap magnetic field. Such an approximation allows anyway to study the phenomenon of the fault frequency propagation discussed in the previous chapter in case of stator and rotor faults without losing generality. This choice was done since the presence of terms with an infinite number of space harmonics in a large system of differential equations would lead to heavy computational demand for a model that has to be coupled with a control system simulation scheme implemented in a suitable environment such as MATLAB Simulink.

Alternative approaches that could effectively take into account the effect of all space harmonics increasing the model in complexity are:

- The winding function approach [33] where the linkage and the leakage inductances can be computed for arbitrary winding layout or for unbalanced operating conditions. Moreover slotting, skewing and saturation can be modeled and simulated by means of a suitable air-gap function.
- Dynamic mesh reluctance approach [13] where the machine is geometrically divided into flux tubes whose reluctances are non-linear functions of the magnetic potential.
- Finite Element approach [34],[35] for which the geometry of the machine (air-gap, core) is discretized in element with limit conditions. Then, the field computation can lead to torque, flux and even current evaluation.

2.2. Simulation Environment (Simulink® S-function)

Matlab Simulink was chosen for the implementation of the machine models and the control algorithms for the variable speed drives under investigation. The choice of this environment was made due to its simplicity in developing control schemes thanks to the embedded sets of blocks that can be easily connected through a simple graphical user interface. Moreover Simulink® offers
libraries such as the SimPowerSystem library, which furnish a series of built-in blocks for the simulation of electrical systems such as power electronics converters and machines. Unfortunately those models are not enough accurate for the study of the faults in electrical machines.

An interesting block of Simulink, i.e. the **S-Function** block, was used to overcome these limitations. Such a block was born specifically to implement continuous and discrete systems in the input-state-output form. Hence, Matlab user can employ S-Functions to implement systems which are not present in Simulink library writing them in M-code.

More in general S-functions provide a powerful mechanism for extending the capabilities of the Simulink® environment. An S-function is a computer language description of a Simulink block written in MATLAB®, C, C++, Ada, or Fortran. C, C++, Ada, and Fortran S-functions are compiled as MEX-files (MATLAB executable files) by using the mex utility. As with other MEX-files, S-functions are dynamically linked subroutines that the MATLAB® interpreter can automatically load and execute.

S-functions follow a general form and can accommodate continuous, discrete, and hybrid systems. By following a set of simple rules, it is possible implement an algorithm in an S-function and use the S-Function block in a Simulink model.

In our case the S-function block will be used to implement the set of differential equations derived from the developed machine models in order to exploit the MATLAB® variable step ODE (Ordinary Differential Equations) solvers. As said this set of differential equations has to be expressed in the input-state-output form.

### 2.3. Squirrel Cage Induction Machine Model

#### 2.3.1. Introduction

In order to test the effectiveness of the rotor faults diagnostic procedures, that will be later discussed, a transient model of the faulty squirrel cage induction machine is required [36]. To develop a general model, the actual geometry of the rotor must be considered. The $N$ bars and the $2N$ end ring segments constitute a network with $N+1$ loops with $N$ independent mesh currents and a circulating current in one of the end rings. The values of the electrical parameters are identical for all the loops under healthy operating conditions but obviously differ if a break occurs. Therefore the machine can be modelled as a system of multiple coupled circuits. When this approach is used, it is necessary to compute the mutual inductance coefficients, which are dependent on the rotor position. This model is referred to a reference frame rotating with the rotor, therefore rotational dynamic emf terms are only present on stator windings voltage equations. The assumed stator and rotor m.m.f. distributions allow an easy determination of the stator-stator, stator-rotor and rotor-rotor mutual inductances. In the next section the main assumptions related to the model are described, and the computation of the mutual inductance coefficient is discussed.

#### 2.3.2. Machine Model

The following assumptions are used for the derivation of the mathematical model of the single-cage induction machine which is suitable for the analysis of various cage faults:

- Infinite iron permeability
- Smooth air gap
- quadrature-phase symmetrical stator windings with sinusoidal distribution of the air gap flux density
Rotor windings originally form a symmetrical cage, the bars are insulated from the iron core.

The assumption of the two phase stator is not strictly necessary. Anyway the model does not lose in generality if rotor faults are considered. The assumption of insulated bars is necessary to neglect the interbar currents which may flow in the iron core when a bar breaks. The self and mutual inductance coefficients of the two stator circuits and the \( N+1 \) rotor loops shown in Fig. 2.1, are computed by using theory of space vectors and the assumptions discussed above. For the analysis a reference frame fixed to the rotor is chosen.

\[ M_s = \frac{3}{\pi} \mu_0 \frac{K_w^2 N_1^2 LD}{P^2 \delta} \]  
(2.1)

where \( \mu_0 \) is the vacuum permeability, \( N_1 \) is the number of turns in series per phase, \( L \) is the machine length, \( D \) is the air-gap diameter, \( P \) is the number of pole pairs, \( \delta \) is the air-gap and \( K_w \) is the winding factor given by the product of the distribution and pitch factors:

\[ K_w = \frac{\sin(q \gamma / 2)}{q \sin(\gamma / 2)} \cos(\psi / 2) \]  
(2.2)

In (2.2) \( \gamma \) is the electrical pitch angle between two adjacent stator slots, \( \psi \) is the electrical coil-span angle and \( q \) is the number of slots per pole per phase. In the adopted reference frame the derivative of the rotor angular position \( \theta(t) \), \( \omega \), introduces motional terms \( \omega M_s \) in the stator voltage equations. The sinusoidal flux density distribution of the stator windings give rise to a sinusoidal rotor flux linkage. The value of \( M_s \) can be used to calculate the stator-rotor mutual inductance coefficient as explained hereafter. With reference to Fig. 2.2, where the \( d_s \)-axis of the two phase stator windings is taken as a reference, the stator flux linkage in a single generic rotor loop is:

\[ \varphi_{sl} = \int_{\theta - \alpha/2}^{\theta + \alpha/2} B(v) \frac{L \tau}{\pi} dv = \frac{2}{\pi} B_M L \tau \sin \frac{\alpha}{2} \cos \theta \]  
(2.3)

where \( \tau \) is the pole pitch, \( B_M \) is the maximum value of the magnetic flux density sinusoidal distribution and \( \alpha = 2\pi P/N \) is the electric angle of a single rotor loop. In the same way the flux per
pole can be computed and related to the direct stator current \( i_{sd} \) component in the stator reference frame (the superscript \( s \) indicates variables in the stator reference frame):

\[
\varphi = \int_{-\pi/2}^{\pi/2} B(\nu) \frac{L\tau}{\pi} d\nu = \frac{2}{\pi} B_M L\tau \frac{M_s i_{sd}}{K_w N_1}
\]  

(2.4)

By combining (2.4) with (2.3) the value of the mutual inductance coefficient between the generic rotor loop and the stator windings along the \( d_s \)-axis turns out to be:

\[
M_{rds} = \frac{M_s}{K_w N_1} \sin \frac{\alpha}{2} \cos \theta
\]  

(2.5)

Similarly the mutual inductance coefficient between the generic rotor loop and the stator windings along the \( q_s \)-axis is:

\[
M_{rds} = M_{rs} \sin \theta, \quad \text{with} \quad M_{rs} = \frac{M_s}{K_w N_1} \sin \frac{\alpha}{2}
\]  

(2.6)

The resulting e.m.f. space vector on the \( d_s \) and \( q_s \) stator reference frame axes can be computed by a simple derivative operation taking into account the displacement of a single rotor loop and the current \( i \) flowing through it:

\[
\bar{e}^{s}_{sdq} = \frac{d}{dt} \left( M'_{sr} e^{j\theta} \right) = M'_{sr} e^{j\theta} \frac{di}{dt} + jM'_{sr} e^{j\theta} \frac{d\theta}{dt}
\]  

(2.7)

where the superscript \( s \) indicates variables in the fixed stator reference frame as previously defined and \( M'_{sr}=2/3M_{rs} \). It’s worth noting that the three phase to two phase transformation at the stator side leads to an apparent discrepancy on the mutual inductance coefficients. In fact the effect of \( i_{sd} \) and \( i_{sq} \) on the rotor is taken into account by \( M'_{rs} \), but for the effect of the rotor loop currents on the two phase transformed stator windings, it is necessary to consider \( M_{sr} \) instead of \( M_{rs} \) in (2.7). The mathematical and physical reasons for non reciprocal stator-rotor, rotor-stator inductances is similar to the non reciprocity usually found in the dq model of a synchronous machine because of the
asymmetrical form of the space vector equations [36]. Equation (2.7) can be rewritten in terms of d-q components as follows:

\[ e_d = M'_{sr} \cos \theta \frac{di}{dt} - \omega M'_{sr} \sin \theta \]
\[ e_q = M'_{sr} \sin \theta \frac{di}{dt} + \omega M'_{sr} \cos \theta \]  

(2.8)

where the derivative of \( \theta \) has been substituted by the rotor electrical speed \( \omega \). Due to the reference frame chosen for the mathematical model (rotor reference frame) the e.m.f. appearing in the rotor voltage equations contains only the transformer terms. Moreover, when stator and rotor equations are related to the same rotor reference frame, the dependence on the rotor electrical angle disappears.

For the computation of the self inductance coefficient of a single rotor loop and the mutual inductance coefficient between two rotor loops, the flux density distribution due to a rotor loop current is assumed rectangular (see Fig. 2.3).

![Fig. 2.3 Rectangular flux density distribution of a rotor loop current](image)

The relationship between the two values of the flux density shown in Fig. 2.3 can be easily deduced by considering the Gauss’s law for magnetism:

\[ B_2 = \frac{B_1}{N - 1} \]  

(2.9)

Moreover by considering the Ampere’s law, it is possible to relate the magnitude of the above flux density values with the current flowing in a single rotor loop, as follows:

\[ B_2 = \frac{\mu_0 i}{N \delta} \quad \text{and} \quad B_1 = \frac{\mu_0 i}{N \delta} (N - 1) \]  

(2.10)

Then, by computing the magnetic flux through the surface \( \pi DL/N \) of one single rotor loop for \( B_2 \) and \( B_1 \), the mutual and self inductance coefficients are respectively expressed as follows:

\[ M_r = \mu_0 \frac{\pi DL}{N^2 \delta} \quad \text{and} \quad M_{rr} = M_r (N - 1) \]  

(2.11)
The remaining parameters, i.e. stator winding resistance $R_s$, rotor bar resistance $R_b$, end ring resistance, stator leakage inductance $l_{ds}$, rotor bar leakage inductance $l_{db}$ and end ring leakage inductance $l_{de}$ can be computed by using well known formulae. For this purpose the details of machine design must be known. However, when the motor design parameters are unknown a possible procedure is to utilize the usual rotor parameters referred to stator windings (these are the equivalent resistance $R_r$ and the equivalent leakage inductance $l_{dr}$). The relationships for the computation of $R_r$ and $l_{dr}$ starting from $R_b$, $R_e$, $l_{db}$ and $l_{de}$ are well established. The inverse procedure needs assumptions about the distribution of the rotor parameters between the bar and the end rings. By assuming $R_b = R_e$ and $l_{db} = l_{de}$:

$$R_b = R_e = \frac{R_r}{12 (N/K_w)^2 \left(1 + \frac{2}{N(2\sin(\alpha/2))^2}\right)}$$  \hspace{1cm} (2.12)$$

$$l_{ab} = l_{de} = \frac{l_{dr}}{12 (N/K_w)^2 \left(1 + \frac{2}{N(2\sin(\alpha/2))^2}\right)}$$  \hspace{1cm} (2.13)$$

It has been shown in [26] that the distribution of the parameters has a limited influence on the analysis of rotor faults during steady state conditions.

In a healthy machine, the resistance value of every bar and every end ring segment is $R_b$ and $R_e/N$ respectively. When breaks are considered, the resistance value of the broken bar or end ring segments will be raised to a value higher than $10^6 R_b$.

The mathematical model contains a set of first order voltage differential equations: two for the transformed stator windings, $N$ equations for the rotor bar loops, and an extra equation corresponding to one of the end ring loops. The matrix form of the equations is reported in (2.14), where the operator $s$ replaces $d/dt$:

$$\begin{bmatrix}
R_e + L_s & -\omega_c & M_{rs} & M_{rs} \cos(\alpha) - \omega M_{rs} \sin(\alpha) & \ldots & M_{rs} \cos([N-1]\alpha) - \omega M_{rs} \sin([N-1]\alpha) & 0 \\
\omega_c & R_e + L_s & \omega M_{rs} & M_{rs} \sin(\alpha) + \omega M_{rs} \cos(\alpha) & \ldots & M_{rs} \sin([N-1]\alpha) + \omega M_{rs} \cos([N-1]\alpha) & 0 \\
0 & 0 & R_e + L_s & -[R_e + (L_e + M_e)\omega] & \ldots & -[R_e + (L_e + M_e)\omega] & (R_e + I_{es})/N \\
0 & M_{rs} \cos(\alpha) & M_{rs} \sin(\alpha) & -[R_e + (L_e + M_e)\omega] & R_e + L_s & \ldots & -M_s & (R_e + I_{es})/N \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & M_{rs} \cos([N-1]\alpha) & M_{rs} \sin([N-1]\alpha) & -[R_e + (L_e + M_e)\omega] & -M_s & \ldots & R_e + L_s & (R_e + I_{es})/N \\
0 & 0 & (R_e + L_s)/N & (R_e + I_{es})/N & \ldots & (R_e + L_s)/N & R_e + I_{es} & I_e
\end{bmatrix}$$

(2.14)

where:

$$L_s = l_{ds} + M_s$$  \hspace{1cm} (2.15)$$

$$R_{eb} = 2R_b + 2R_e / N$$  \hspace{1cm} (2.16)$$

$$L_{eb} = 2I_{db} + (N-1)M_r + 2I_{de} / N$$  \hspace{1cm} (2.17)$$

(16)
are the total stator inductance, the total rotor loop resistance and the total rotor loop inductance respectively. The rotor loop currents are represented by \(i_{r1}, i_{r2}, i_{r3}, \ldots, i_{rN}\), whereas the end ring current by \(i_e\).

The input voltages of the system are defined by:

\[
\begin{bmatrix}
u'_{ad} \\ 
\nu'_{sq}
\end{bmatrix} = 
\begin{bmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
u'_{ad} \\ 
\nu'_{sq}
\end{bmatrix}
\]  
(2.18)

where the superscript \(r\) refers to variables in the rotor reference frame. In case of open loop operations, i.e. machine supplied by the grid, the input voltages are as follow:

\[
u'_{ad}^r = \sqrt{2} V \cos \omega t \quad \text{and} \quad \nu'_{sq}^r = \sqrt{2} V \sin \omega t \quad \text{with} \quad \omega = 2\pi f_i
\]  
(2.19)

Equations (2.14) can be used to simulate the transient electrical state if \(\omega\) is considered as an input. However, for the simulation of the transient electromechanical state, two further equations must be considered:

\[
J \frac{d\omega}{dt} = T_{em} - T_l - K_p \left(\frac{\omega}{P}\right)^2
\]  
(2.20)

\[
\frac{d\theta}{dt} = \omega
\]  
(2.21)

where \(J\) is the moment of inertia, \(T_l\) is the load torque and the electromagnetic torque \(T_{em}\) has the following expression:

\[
T_{em} = \frac{3}{2} P \left[ M'_{sr} i_{r1} + M'_{sr} i_{r2} \cos \alpha + M'_{sr} i_{r3} \cos 2\alpha + \ldots + M'_{sr} i_{rN} \cos (N-1)\alpha \right]_{sq}^r + \\
- \frac{3}{2} P \left[ M'_{sr} i_{r2} \sin \alpha + M'_{sr} i_{r3} \sin 2\alpha + \ldots + M'_{sr} i_{rN} \sin (N-1)\alpha \right]_{sd}^r
\]  
(2.22)

In (2.22) the torque is independent of the chosen reference frame and in (2.20) a viscous friction torque has been added to the load torque \(T_l\). The quadrature-axis stator currents in the stationary reference frame can be obtained from \(i'_{sd}\) and \(i'_{sq}\) by using the well known transformation:

\[
\begin{bmatrix}
i'_{sd} \\ 
i'_{sq}
\end{bmatrix} = 
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
i'_{sd} \\ 
i'_{sq}
\end{bmatrix}
\]  
(2.23)

It should be noted that it is possible to implement also a non transformed model of the cage machine (3+N+1 voltage equations, which contain three stator voltage equations, expressed in the stationary reference frame, and N+1 rotor equations expressed in the rotor reference frame). However, these equations would contain the rotor angle \(\theta\), e.g. the fourth element in the first column of the impedance matrix in (2.14) would be \(M'_{sr}\cos\theta\), etc. In this case the mutual inductance coefficients would be reciprocal. The electromagnetic torque could be computed similarly to that shown above by using two axis stator flux components and currents, or by using a technique where the torque matrix \(T\) is utilized, where \(T=dL/d\theta\) is the derivative of the inductance.
matrix (a similar approach will be used later for the other machine model developed in our study). Thus the fourth element in the first column of \( T \) would contain \(-\sin \theta\).

As said in paragraph 2.2 the machine model equations (2.14), (2.20) and (2.21) have to be expressed in explicit form (i.e. in the input state output form) in order to be implemented. Since the impedance matrix contains the electrical speed of the rotor, which is a state variable, the inverse of such a matrix should be calculated at each simulation step. This time consuming computational operation can be avoided. In fact it is possible to split the impedance matrix into two matrixes: the first one containing all the speed dependent terms \([R(\omega)]\) and a second one \([D_s]\) including all the terms containing the Laplace operator \(s\). In this way (2.14) can be formulated as follows using concise matrix notation:

\[
[U] = [R(\omega)][I] + [D_s][\dot{I}]
\]

where \([U]\) is the voltage vector and \([I]\) is the current vector containing the two stator currents, the \(N\) rotor loop currents and one end-ring current. The input-state-output form can be obtained by inverting the \([D_s]\) matrix just once at the beginning of the simulation, since no state variables are present in it. Thus the explicit form of (2.24) results in:

\[
\dot{[I]} = -[D_s^{-1}][R(\omega)][I] + [D_s^{-1}][U]
\]

Finally by considering also equations (2.20) and (2.21), which are already in explicit form, the entire model presents:

- three inputs, i.e. two stator voltages and the load torque
- \(N+5\) state variables, i.e. two stator currents, \(N\) rotor loop currents, one end ring current and two mechanical variables, the electrical rotor speed and angle
- \(N+5\) outputs, i.e. \(N\) bar currents computed as the difference between currents of two adjacent rotor loops, the electromagnetic torque, the two stator currents in the stator reference frame, the electrical rotor speed and angle.

Once the model has been implemented a comparison with an already validated classical dq model in the rotor reference frame, whose equations are presented in (2.26), was performed.

\[
\begin{bmatrix}
  u'_{sd} \\
  u'_{sq} \\
  0 \\
  0
\end{bmatrix} = \begin{bmatrix}
  R_s + sL_s & -\omega L_s & sM_{rs} & -\omega M_{rs} \\
  \omega L_s & R_s + sL_s & \omega M_{rs} & sM_{rs} \\
  sM_{rs} & 0 & R_r + sL_r & 0 \\
  0 & sM_{rs} & 0 & R_r + sL_r
\end{bmatrix} \begin{bmatrix}
  i'_{sd} \\
  i'_{sq} \\
  i'_{rd} \\
  i'_{rq}
\end{bmatrix} \quad (2.26)
\]

The aim of this comparison was to investigate the validity of the assumption regarding space harmonics. As known, model (2.26) is related to two stator windings and to two rotor windings with sinusoidal air gap flux density distribution. Considering a model with \(N\) rotor loops with rectangular flux density distribution would lead to some discrepancies. Anyway the assumption becomes more and more acceptable by increasing the rotor bar numbers as proved in [36]. Fig. 2.4 shows the comparison of a simulated motor start-up for the two models. It’s evident that the discrepancy between them is negligible. Motor data are reported in Table 2.1.
2.4. Doubly Fed Induction Machine (DFIM) Model

2.4.1. Introduction

A transient general model has been developed for a Doubly Fed Induction Machine for wind power generation systems. The approach employed for this machine is different from the one used for squirrel cage induction motors. In fact coordinate transformations are not utilized and equations are written for every stator and rotor phase. Moreover stator variables and parameters are referred to the stator reference frame, whereas rotor variables and parameters are referred to the rotor reference frame. This means that every parameter present in the model is the true physical parameter of every single phase winding. This choice was done since in a wound rotor induction machines both rotor and stator terminals are accessible and the measurement of all the necessary phase parameters are possible.

Fig. 2.4 Phase current and speed for a simulated start up. Classical dq model (green line) $N$ bar model (blue line)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>kW</td>
<td>7.5</td>
</tr>
<tr>
<td>Rated stator voltage</td>
<td>V</td>
<td>380</td>
</tr>
<tr>
<td>Nominal stator current</td>
<td>A</td>
<td>15.3</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>Hz</td>
<td>50</td>
</tr>
<tr>
<td>Rated speed</td>
<td>rpm</td>
<td>1440</td>
</tr>
<tr>
<td>Stator phase resistance</td>
<td>Ω</td>
<td>0.54</td>
</tr>
<tr>
<td>Rotor phase resistance</td>
<td>Ω</td>
<td>0.58</td>
</tr>
<tr>
<td>Stator inductance</td>
<td>mH</td>
<td>88.4</td>
</tr>
<tr>
<td>Rotor inductance</td>
<td>mH</td>
<td>83.3</td>
</tr>
<tr>
<td>Magnetizing inductance</td>
<td>mH</td>
<td>81.7</td>
</tr>
<tr>
<td>Pole pairs</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Number of rotor bars</td>
<td></td>
<td>28</td>
</tr>
</tbody>
</table>

Table 2.1 7.5 kW induction motor parameters used for simulation comparison.
Representing motor variables in two different reference frames will make the impedance matrix dependent on the rotor electrical angle. Anyway on the hypothesis of null homopolar current component the number of equations is reduced to six, i.e. four voltage equations and two mechanical equations.

2.4.1. DFIM model

For the derivation of the mathematical model the following assumptions are considered:

- Infinite iron permeability
- Smooth air gap
- three-phase symmetrical stator and rotor windings with sinusoidal distribution of the air gap flux density

Starting from the equation in the time domain for every single stator and rotor winding we can write, with reference to Fig. 2.5, the following equations using concise matrix notation:

\[
[v_{ABC}] = [r_{ABC}] [i_{ABC}] + \frac{d}{dt} [\lambda_{ABC}] \tag{2.27}
\]

\[
[v_{abc}] = [r_{abc}] [i_{abc}] + \frac{d}{dt} [\lambda_{abc}] \tag{2.28}
\]

where uppercase letters and the subscript \( S \) stand for stator quantities, lowercase letters and subscript \( r \) stand for rotor quantities, \([v]\) represents the three phase voltages vector, \([i]\) represents the three phase currents vector, \([r]\) is a \(3 \times 3\) diagonal matrix containing the three phase winding resistances and \([\lambda]\) is the flux linkages vector of the three phase winding.

More in detail stator and rotor fluxes can be related to stator and rotor currents as follows:

![Fig. 2.5 Wound rotor induction machine simplified scheme.](image-url)
\[
\begin{bmatrix}
\lambda_{ABCS} \\
\lambda_{abcr}
\end{bmatrix}
= 
\begin{bmatrix}
[L_S] & [L_{Sr}(\theta)]^T & [i_{ABCS}]
\end{bmatrix}
\begin{bmatrix}
\lambda_{ABCS} \\
\lambda_{abcr}
\end{bmatrix}
\]

(2.29)

where \([L_s]\), \([L_r]\) and \([L_{sr}(\theta)]\) represents the following matrices of self and mutual inductance coefficients:

\[
[L_S] = 
\begin{bmatrix}
L_{AS} & M_{ABS} & M_{ACS} \\
M_{ABS} & L_{BS} & M_{BCS} \\
M_{ACS} & M_{BCS} & L_{CS}
\end{bmatrix}
\]

(2.30)

\[
[L_r] = 
\begin{bmatrix}
L_{sr} & M_{abr} & M_{brs} \\
M_{abr} & L_{hr} & M_{brs} \\
M_{brs} & M_{brs} & L_{cr}
\end{bmatrix}
\]

(2.31)

\[
[L_{Sr}(\theta)] = 
\begin{bmatrix}
L_{SrAa} \cos \theta & L_{SrAb} \cos \left(\theta + \frac{2\pi}{3}\right) & L_{SrAc} \cos \left(\theta - \frac{2\pi}{3}\right) \\
L_{SrBa} \cos \left(\theta - \frac{2\pi}{3}\right) & L_{SrBb} \cos \theta & L_{SrCc} \cos \left(\theta + \frac{2\pi}{3}\right) \\
L_{SrCa} \cos \left(\theta + \frac{2\pi}{3}\right) & L_{SrCb} \cos \left(\theta - \frac{2\pi}{3}\right) & L_{SrCc} \cos \theta
\end{bmatrix}
\]

(2.32)

where \(L_{JS}\) represents the total self inductance for the \(J^{th}\) stator phase winding given by the sum of the leakage inductance \(l_{JS}\) and the stator self inductance \(L_{JSS}\) taking into account the magnetic field lines that cross the air gap. \(M_{JS}\) is the mutual stator inductance coefficient, considering the flux linkage of the \(I^{th}\) stator winding due to the current flowing in the \(J^{th}\) stator winding. \(L_{SrIj}\) is the maximum value of the mutual inductance coefficient between stator and rotor, considering the flux linkage of the \(I^{th}\) stator winding due to the current flowing in the \(j^{th}\) rotor winding. The meaning of \(L_{jr}\) and \(M_{ijr}\) coefficients is the same as for \(L_{JS}\) and \(M_{JS}\) but referred to rotor windings.

By substituting (2.29),(2.30),(2.31),(2.32) in (2.27) and (2.28) the complete set of voltage differential equations can be retrieved:

\[
[v_{ABCS}] = [r_{ABCS}][i_{ABCS}] + [L_s]\frac{d}{dt}[i_{ABCS}] + [i_{abcr}]\frac{d}{dt}[L_{Sr}(\theta)] + [L_{Sr}(\theta)]\frac{d}{dt}[i_{abcr}] \tag{2.33}
\]

\[
[v_{abcr}] = [r_{abcr}][i_{abcr}] + [L_r]\frac{d}{dt}[i_{abcr}] + [i_{ABCS}]\frac{d}{dt}[L_{Sr}(\theta)] + [L_{Sr}(\theta)]\frac{d}{dt}[i_{ABCS}] \tag{2.34}
\]

On the hypothesis of null homopolar stator and rotor currents and considering line to line voltages instead of phase voltages, the six equations (2.33) and (2.34) can be reduced to four equations:

\[
\begin{bmatrix}
v_{ACS} \\
v_{BCS} \\
v_{acr} \\
v_{br} 
\end{bmatrix} = [A(\theta, \omega)] \begin{bmatrix}
i_{AS} \\
i_{BS} \\
i_{ar} \\
i_{br}
\end{bmatrix} + [B(\theta)] \begin{bmatrix}
i_{AS} \\
i_{BS} \\
i_{ar} \\
i_{br}
\end{bmatrix} \frac{d}{dt} \begin{bmatrix}
i_{AS} \\
i_{BS} \\
i_{ar} \\
i_{br}
\end{bmatrix} \tag{2.35}
\]
where matrix \([A(\theta, \omega)]\) contains all the e.m.f. motional terms, whereas all the transformer terms are confined in \([B(\theta)]\). For the sake of brevity these two matrixes are not presented here since they add very little to the discussion. Anyway they can be easily derived from equations (2.33) and (2.34).

For the simulation of the transient electromechanical state also the two mechanical equations (2.20) and (2.21) have to be added to the system. The electromagnetic torque can be computed as follows:

\[
T_{em} = [i_{ABCS}]^T \frac{d[L_{w}(\theta)]}{d\theta} [i_{a b c r}]
\]

(2.36)

Once the set of differential equations (2.35) has been expressed in explicit form (i.e. in the input-state-output form), and the two mechanical equations (2.20) and (2.21) are taken into account, the entire model presents:

- five inputs, i.e. two stator line to line voltages, two rotor line to line voltages and the load torque
- six state variables, i.e. two stator currents, two rotor currents, and two mechanical variables, the electrical rotor speed and angle
- six outputs, i.e. the two stator currents in the stator reference frame, two rotor currents in the rotor reference frame, the electrical rotor speed and the electromagnetic torque.

It’s worth noting that, since the voltage equations are written in two different reference frames, the impedance matrixes in (2.35) are dependent on the rotor electrical position angle. Thus to obtain the explicit form of the voltage differential equations set, matrix \([B(\theta)]\) has to be inversed at each simulation step.
Chapter 3

Variable Speed Drives

3.1. Introduction

On-line diagnosis and early detection of faults in induction machine drives have drawn the attention of researchers, since they allow to reduce maintenance costs and down-times. In some applications, where continuous operation is a key factor, such as railway applications and wind generation, the need for a preventive fault diagnosis is an extremely important point. Anyway the majority of the diagnostic techniques found in literature are addressed to fault detection in mains-supplied machines. These techniques present two main drawbacks: they do not take into account time varying conditions and most of all they neglect the influence of the control system on the machine variables. As a consequence such diagnostic procedures already developed for open loop operating conditions, may reveal themselves less effective or unable to perform a proper fault detection and quantification if the entire drive is considered.

With reference to closed-loop induction machine drives with a digital control system, as the control itself affects the behaviour of motor variables, new diagnostic procedures must be adopted to perform the machine monitoring. In fact the diagnostic technique has to be tailored for a specific induction motor variable speed drive application. For this reason the effect of a fault must be studied by taking into account the entire drive system.

In this chapter the control systems for two specific applications involving induction motors are presented. Field oriented control (FOC) theory is used to develop both control algorithms. Firstly a Doubly Fed Induction Machine (DFIM) based drive for Variable Speed Constant Frequency (VSCF) generation systems, usually employed in wind turbines, is discussed. Secondly the control scheme for a squirrel cage induction motor employed in railway traction systems is presented. In both cases the control algorithms have been verified by computer simulations and by laboratory tests to investigate the impact of the control system on faulty machine variables and to validate the diagnostic procedures that will be discussed in the next chapter.
3.2. Wind Generation Systems

3.2.1. Power scheme

Nowadays wind energy is one of the most promising among renewable energy sources and has expanded rapidly throughout the world. With the advancement of aerodynamic designs, wind turbines that can capture several megawatts of power are available. When such wind energy conversion systems (WECSs) are integrated to the grid, they produce a substantial amount of power, which can supplement the base power generated by thermal, nuclear, or hydro power plants.

A WECS can vary in size from several megawatts to a few hundred kilowatts or even less if we consider microeolic power generation. The size of the WECS largely determines the choice of the generator and converter system. Among the electrical rotating machines, induction machines have a special importance due to their simplicity and their robustness. In a comparison with alternative schemes the Doubly Fed Induction Machine (DFIM) for Variable Speed Constant Frequency generation systems are nowadays an established technology [37]. Anyway other solutions based on direct-driven permanent magnet synchronous machines are proposed on the market.

Fig. 3.1 shows a simplified scheme of DFIM based VSCF drive for wind power generation systems. The stator windings of the induction generator are directly connected to the grid, whereas rotor currents are controlled and regulated by means of a back-to-back converter connected between the mains and the rotor.

In this case, the rotor circuit is capable of bidirectional power flow allowing subsynchronous and supersynchronous modes of operation. During subsynchronous generation, the rotor circuit absorbs a fraction of the power generated by the stator, whereas under a supersynchronous condition, both the stator and the rotor feed in power the grid. Thus, if the stator generates 1 PU at a slip of $s$ PU, the total generated output is $(1+s)$ PU. This means that the generator rating can be reduced compared to other singly fed machines since the machine utilization is substantially

![Fig. 3.1 Simplified power scheme for a DFIM variable speed constant frequency generation systems in wind turbines.](image-url)
improved. In fact in this case the rated torque is maintained even at supersynchronous speeds whereas, in a system using cage rotor machine, field weakening has to be employed beyond synchronous speed, leading to torque reduction.

Moreover the use of a slip-ring induction generator is economically competitive, when compared to a cage rotor induction machine. The higher cost of the machine due to the slip rings is compensated by a reduction in the sizing of the power converters which has to be designed for a fraction of the generator rated power and for the rotor nominal voltage (usually lower than the stator nominal one).

Finally if a stator flux oriented vector control or direct torque control methods are implemented to regulate rotor currents, a decoupled control of active and reactive power is possible as shown in [38],[39],[40],[41].

### 3.2.2. Rotor side control description

For a DFIM associated with a back-to-back converter on the rotor side and with the stator directly connected to the grid, a Stator Flux Oriented Control (SFOC) system is used in order to control separately the active and reactive power on the stator side. In the $dq$ reference frame rotating synchronously with the stator flux, the voltage and flux equations for a DFIM can be written as follow:

\[
v_{sd} = R_s i_{sd} + \frac{d\varphi_{sd}}{dt} - \omega_s \varphi_{sq}.
\]

\[
v_{sq} = R_s i_{sq} + \frac{d\varphi_{sq}}{dt} + \omega_s \varphi_{sd}.
\]

\[
v_{rd} = R_r i_{rd} + \frac{d\varphi_{rd}}{dt} - (\omega_s - \omega)\varphi_{rq}.
\]

\[
v_{rq} = R_r i_{rq} + \frac{d\varphi_{rq}}{dt} + (\omega_s - \omega)\varphi_{rd}.
\]

\[
\varphi_{sd} = L_s i_{sd} + L_{md} i_{rd}.
\]

\[
\varphi_{sq} = L_s i_{sq} + L_{ms} i_{rd} = 0.
\]

\[
\varphi_{rd} = L_r i_{rd} + L_{md} i_{sq}.
\]

\[
\varphi_{rq} = L_r i_{rq} + L_{ms} i_{sq}.
\]

where $\omega_s$ is the stator flux pulsation, $\omega$ is the rotor electrical speed and $R_s$, $R_r$, $L_s$, $L_r$ and $L_m$ are the machine parameters. It’s worth noting that these parameters are not referred to the stator side as usually happens for squirrel cage induction motors, where rotor terminals and rotor currents are not accessible. In DFIMs the rotor circuit cannot be supposed to have the same configuration as the stator one. Thus the transformation ratio between stator and rotor windings has to be taken into account. For this reason $R_s$ and $R_r$ are the actual stator and rotor phase resistances and the relations between self and mutual inductances can be summarized as follow:

\[
L_s = l_{ds} + nL_m \quad \text{and} \quad L_r = l_{dr} + \frac{L_m}{n}
\]

where $l_{ds}$ and $l_{dr}$ are the stator and rotor phase leakage inductances and $n$ is the stator to rotor transformation ratio.
\[ n = \frac{K_{sw} N_s}{K_{rw} N_r}. \] (3.10)

with \( K_{sw}, N_s, K_{rw} \) and \( N_r \) representing the stator winding factor, the number of stator turns in series per phase, the rotor winding factor and the number of rotor turns in series per phase respectively. As a first approximation the value of \( n \) can be assumed equal to the ratio between the nominal stator voltage and the nominal rotor voltage usually present on the DFIM nameplate.

The right hand side of equation (3.6) is set to zero since the d-axis of the chosen reference frame is supposed to be in phase with the stator flux vector (SFOC). If steady state conditions are considered and the stator phase resistance is neglected the stator voltage equations (3.1) and (3.2) become:

\[ v_{sd} \cong 0. \] (3.11)
\[ v_{sq} \cong |v_s| \cong \omega_s \varphi_{sd}. \] (3.12)

where \(|v_s|\) is the magnitude of the stator voltage vector \( v_{sd} + jv_{sq} \). Afterwards, introducing the magnetizing current as the ratio of the stator flux vector over the mutual inductance coefficient:

\[ i_{ms} = \frac{\varphi_s}{L_m} \quad \text{with} \quad i_{ms} = (i_{msd} + j i_{msq}) \quad \text{and} \quad \varphi_s = (\varphi_{sd} + j \varphi_{sq}) \] (3.13)

leads to the following expression for the stator current components, retrieved starting from (3.5) and (3.6):

\[ i_{sd} = \frac{L_m}{L_s} (i_{msd} - i_{rd}). \] (3.14)
\[ i_{sq} = -\frac{L_m}{L_s} i_{rq}. \] (3.15)

Now, considering (3.16) and (3.17) for the computation of stator active and reactive power respectively, one finds:

\[ P_s = \frac{3}{2} \left( v_{sd} i_{sd} + v_{sq} i_{sq} \right). \] (3.16)
\[ Q_s = \frac{3}{2} \left( v_{sq} i_{sd} - v_{sd} i_{sq} \right). \] (3.17)

By substituting (3.11),(3.12) and (3.14), (3.15) in (3.16) and (3.17), it is possible to rewrite the active and reactive power as a function of the stator voltage vector magnitude and rotor current \( dq \) components as:

\[ P_s \cong -\frac{3}{2} |v_s| \cdot \frac{L_m}{L_s} i_{rq}. \] (3.18)
\[ Q_s \cong \frac{3}{2} |v_s| \cdot \frac{L_m}{L_s} \left( \frac{|v_s|}{2\pi f_s L_m} - i_{dr} \right). \] (3.19)
where \( f_s \) is the stator supply frequency, i.e. the grid frequency (50Hz). By looking at (3.18) and (3.19), and assuming constant stator voltage magnitude and frequency, it is possible to consider the stator active power in inverse proportion to the \( q \)-axis rotor current component \( i_{rq} \), and the stator reactive power related to the \( d \)-axis rotor current component \( i_{rd} \).

The entire DFIM rotor side control system is shown in Fig. 3.2. The algorithm is based on two cascaded control loops. The outer loop is dedicated to the stator active and reactive power control, whereas the inner loop is related to the control of the \( dq \) components of the rotor current. In both cases PI controllers are used. Since the control system is symmetrical, the parameters of the controllers are the same for the \( d \)-axis and the \( q \)-axis currents loops and for the active and reactive power loops.

The two PI controllers of the outer loop are used to determine the \( dq \) components of the rotor current references on the basis of the active and reactive power errors.

The two PI controllers of the inner loop are used to determine the \( dq \) components of the rotor modulating signals using the \( dq \) rotor current errors as input variables.

The transformations from three-phase quantities to a \( dq \) stationary reference frame and the inverse transformations are performed by the blocks D and D\(^{-1}\) respectively. Being \( \theta_s \) and \( \theta \) the stator flux phase angle and the rotor position angle respectively, the block \( T(\theta) \) represents the transformation from a stationary reference frame to a synchronous rotating reference frame, as well as the block \( T^{-1}(\theta, \theta) \) represents the transformation from a rotor reference frame to a synchronous stator flux oriented reference frame. The blocks \( T^{-1}(\theta_s) \) and \( T^{-1}(\theta_s, \theta) \) represent the corresponding inverse transformations.

The control algorithm computes the phase angle \( \theta_s \) of the stator flux vector using the components of the magnetizing current space vector \( i_{msd}^s \) and \( i_{msq}^s \) in the stator reference frame, according to:

\[
\text{Fig. 3.2 Block-scheme representation of the DFIM control system.}
\]
\[ \theta_s = \arctan \left( \frac{t_{msq}^s}{t_{msd}^s} \right) . \quad (3.20) \]

In order to increase the accuracy in the computation of the phase angle \( \theta_s \), a complex digital filter is applied to isolate the fundamental frequency component of the magnetizing current space vector \( \bar{I}_{ms} \). An alternative solution would be the utilization of a Phase Locked Loop (PLL) system in order to track the fundamental phase angle. Such a solution will be presented in the next paragraph where the grid side control of the back to back converter is discussed. The complex digital filter was preferred since it allows to extract not only the phase angle but also the magnitude of the magnetizing current space vector that is used for the dynamic emf compensation in the q-axis rotor current loop. The transfer function of the digital filter in terms of Laplace transform is derived hereafter.

In the synchronous reference frame which rotates at a constant angular speed \( 2\pi f_s \), the filtered magnetizing current vector \( \bar{I}_{ms(\text{fil})} \) is obtained by applying a first order low-pass filter to the magnetizing current vector \( \bar{I}_{ms} \), yielding:

\[ \bar{I}_{ms(\text{fil})} = \frac{1}{1 + \tau_s}\bar{I}_{ms}^s , \quad (3.21) \]

where \( \tau \) is the low-pass filter time constant.

The magnetizing current vector in the synchronous reference frame is related to the magnetizing current vector in the stationary reference frame by the following relationship:

\[ \bar{I}_{ms}^s = \bar{I}_{ms}^s e^{-j\theta_s} . \quad (3.22) \]

By substituting (3.22) in (3.21), the equation of the filtered magnetizing current vector in the stationary reference frame becomes:

\[ \bar{I}_{ms(\text{fil})}^s = \frac{1}{1 + \tau_s - j \omega_s \tau_s} \bar{I}_{ms}^s . \quad (3.23) \]

where \( \omega_s \) is the stator flux angular frequency, assumed constant and equal to \( 2\pi f_s \) [rad/s], i.e. the grid angular frequency. Then the \( dq \) components of the magnetizing current vector can be derived from (3.23), yielding:

\[ i_{msd(\text{fil})}^s = \frac{(1 + \tau_s)i_{msd}^s - \omega_s \tau_s i_{msq}^s}{(1 + \tau_s)^2 + \omega_s^2 \tau_s^2} . \quad (3.24) \]

\[ i_{msq(\text{fil})}^s = \frac{\omega_s \tau_s i_{msq}^s + (1 + \tau_s)i_{msd}^s}{(1 + \tau_s)^2 + \omega_s^2 \tau_s^2} . \quad (3.25) \]

Equations (3.24),(3.25) and (3.20) are implemented in the block named “Am-Ph” in the control scheme of Fig. 3.2. It’s worth underlining that an Euler discretization for (3.24),(3.25) may lead to unstable behavior of the complex digital filter for high value of the time constant \( \tau \). To overcome this limitation a discretization based on a second order Taylor series expansion has been adopted to make the filter stable for all the time constant values of interest.
Finally the block “A-R” of Fig. 3.2 calculates the stator active and reactive power by using (3.16) and (3.17).

Once the relationship between stator and rotor $dq$ current components in the stator flux oriented reference frame has been found, it’s possible to express rotor fluxes and voltages as a function of solely rotor currents.

In fact by substituting (3.14), (3.15) in (3.7) and (3.8) the following expression for the $dq$ rotor fluxes can be retrieved:

$$\varphi_{rd} = \sigma L_r i_{rd} + \frac{L_m^2}{L_s L_m \omega_s} |\bar{V}_r| \cdot (3.26)$$

$$\varphi_{rq} = \sigma L_r i_{rq} \cdot (3.27)$$

where $\sigma$ is the well known leakage factor expressed as:

$$\sigma = \frac{L_s L_r - L_m^2}{L_s L_r} \cdot (3.28)$$

The rotor voltages as a function of the rotor currents can be obtained by substituting (3.14), (3.15), (3.26) and (3.27) in (3.3) and (3.4):

$$v_{rd} = R_r i_{rd} + \sigma L_r \frac{di_{rd}}{dt} - (\omega_s - \omega) \sigma L_r i_{rq} \cdot (3.29)$$

$$v_{rq} = R_r i_{rq} + \sigma L_r \frac{di_{rq}}{dt} + (\omega_s - \omega) \sigma L_r i_{rd} + (\omega_s - \omega) \frac{L_m^2}{L_s} \frac{|\bar{V}_r|}{L_m \omega_s} \cdot (3.30)$$

These two equations are used for the design of rotor currents PI controllers as will be shown in the next chapter. If steady state operation is assumed and the rotor active power is computed through the following expression:

$$P_r = \frac{3}{2} (v_{rq} i_{rq} + v_{rq} i_{rq}) \cdot (3.31)$$

combining (3.29), (3.30) and (3.31) leads to:

$$P_r = \frac{3}{2} \left( R_r i_{rd}^2 + R_r i_{rq}^2 \right) + \frac{3}{2} (\omega_s - \omega) \frac{L_m^2}{L_s} \frac{|\bar{V}_r|}{L_m \omega_s} i_{rq} \cdot (3.32)$$

Finally introducing in the last term at the right end side the relation between the rotor and stator $q$ current components as in (3.15) we find the following expression relating stator and rotor active power under the hypothesis of negligible stator resistances:

$$P_r = \frac{3}{2} \left( R_r i_{rd}^2 + R_r i_{rq}^2 \right) - s P_s \cdot (3.33)$$

being:
Equation (3.33) is useful to understand the working principles and the power flows for this DFIM stator flux oriented control drive. It’s worth noting that the motoring convention was adopted to write the expressions (3.16) and (3.31) for the stator and rotor active power. For this reason positive active power means power absorbed by the machine, whereas negative active power means power delivered by the machine.

Thus taking into account generating operations, \( P_s \) will be always negative and univocally determined by the \( dq \) rotor currents components, whereas the sign of \( P_r \) will depend on the slip sign \( s \), if joule losses are neglected. More specifically if subsynchronous operations are considered (i.e. positive slip operations), the active power on the rotor side will be positive, i.e. power absorbed by the rotor windings. On the other hand if supersynchronous operations are considered (i.e. negative slip operations), the active power on the rotor side will be negative, i.e. power delivered by the rotor windings towards the back to back converter.

Obviously (3.33) holds its validity also in motoring operating conditions. In this case stator active power will keep a positive sign, whereas the rotor active power will be delivered towards the converter if subsynchronous operations are considered and absorbed by rotor windings in case of supersynchronous operations.

### 3.2.3. Grid side control description

In order to allow subsynchronous and supersynchronous operating modes a back to back converter is commonly used on the rotor side of the DFIM. As shown in Fig. 3.3 this converter consists of a traditional inverter on the machine side and of a three phase PWM boost rectifier on the grid side with a common DC link. This topology allows obviously bidirectional power flow operations, i.e. from the machine to the grid and vice versa.

Moreover the three phase PWM boost rectifier has other important features as nearly sinusoidal...
input currents, regulation of input power factor to unity, low harmonic distortion of line currents, adjustment and stabilization of DC link voltage and reduced capacitor size with respects to traditional passive rectifiers.

The decoupling filter in Fig. 3.3 serves two main purposes: it’s used as a short term energy storage for the boost type converter and keeps the switching noise away from the power grid.

In order to fulfill IEEE 519-1992 standards typically an LCL filter is applied between the PWM rectifier and the grid to reduce harmonics around the switching frequency and its multiplications. Anyway the project of such a filter is not a trivial task and is beyond the scope of this thesis.

For this reason, in order to ease lab tests and to avoid instability problems linked to the resonant frequency of the LCL filter, three line inductors have been used for this purpose without losing in generality.

In literature several strategies can be found for the control of PWM rectifiers such as Voltage Oriented Control (VOC), in which an internal current loop guarantees high dynamic operations, or Direct Power Control (DPC), that is based on the instantaneous active and reactive power control loops. More recently new methods such as Virtual Flux Direct Power Control (VF-DPC) and Virtual Flux Voltage Oriented Control (VF-VOC) have been developed starting from the interpretation of the grid as a virtual machine in which a virtual flux can be estimated for control purposes [42].

Both DPC and VOC strategies have been implemented in simulations. Anyway for the experimental tests the VOC algorithm has been preferred since the grid side voltages are accurately measured, thus making the orientation strategy very easy to implement. For this reason only the aspects concerning VOC strategy will be presented in the next.

With reference to Fig. 3.4 the set of equations for the PWM rectifier system can be derived as follow:

\[ u_{ga} = R_f i_{ga} + L_f \frac{di_{ga}}{dt} + u_{ca} . \]  
\[ u_{gb} = R_f i_{gb} + L_f \frac{di_{gb}}{dt} + u_{cb} . \]  
\[ u_{gc} = R_f i_{gc} + L_f \frac{di_{gc}}{dt} + u_{cc} . \]  
\[ C \frac{dE_{dc}}{dt} = S_a i_{ga} + S_b i_{gb} + S_c i_{gc} - i_{load} . \]  

where \( R_f \) and \( L_f \) are the resistance and the self inductance coefficient for the line inductors, \( i_{ga}, i_{gb}, i_{gc} \) are the line currents \( S_a, S_b, S_c \) represents the switching states of the three active rectifier legs (respectively 1 if the high side IGBT is conducting and 0 if the low side IGBT is conducting) and \( u_{ca}, u_{cb}, u_{cc} \) are the converter voltages, which can be expressed as:

\[ u_{ca} = \frac{(2S_a - S_b - S_c)}{3} E_{dc} . \]  
\[ u_{cb} = \frac{(2S_b - S_a - S_c)}{3} E_{dc} . \]  
\[ u_{cc} = \frac{(2S_c - S_a - S_b)}{3} E_{dc} . \]

Equations (3.35)-(3.41) completely describe the dynamic of the grid side back to back converter. By applying the three phase to two phase transformations and working in the grid voltage space-vector reference frame (3.35)-(3.37) become:
where $\omega_s$ is the grid pulsation. Focusing the attention on the active and reactive power equations it is possible to notice that considering the d-axis of the synchronous reference frame aligned with the grid voltage space vector ($u_{gq}=0$) the active power is proportional to the $i_{gd}$ current, whereas the reactive power is in inverse proportion to the $i_{gq}$ current:

$$P_g = \frac{3}{2} (u_{gd}i_{gd} + u_{gq}i_{gq}) = \frac{3}{2} u_{gd}i_{gd}. \quad (3.44)$$

$$Q_g = \frac{3}{2} (u_{gq}i_{gd} - u_{gd}i_{gq}) = -\frac{3}{2} u_{gd}i_{gq}. \quad (3.45)$$

Thus a decoupled control of the active and reactive power can be achieved by imposing the proper value of the $dq$ grid current components through the grid side converter. More in detail, neglecting the filter and converter losses, the active power balance of the line side and DC side gives:

$$i_{dc} = \frac{3}{2} \frac{u_{gd}i_{gd}}{E_{dc}}. \quad (3.46)$$

Finally, the DC link voltage dynamic can be written as:

$$C \frac{dE_{dc}}{dt} = \frac{3}{2} \frac{u_{gd}i_{gd}}{E_{dc}} - i_{load}. \quad (3.47)$$
From (3.47) it becomes clear that the DC link voltage can be controlled by the d component of the line current. On the other hand, controlling the q component, we are able to control the reactive power and therefore the line power factor. For this reason, in order to have a unity power factor, the reference value for the q current component is always kept to zero.

Equations (3.42) and (3.43) shows that, if a perfect compensation of the cross coupling terms is achieved, two PI regulators can be designed considering the system as a first order system if delays due to the processing time of the algorithm, sampling of feedback variables and dead times of the converter are neglected. The direct and quadrature components of the inverter voltages for current regulation can be then computed as:

\[
\begin{align*}
\Delta u_{cd} &= u_{gd} + \omega_s L_f i_{gd} + \Delta u_{cd} \cdot (3.48) \\
\Delta u_{cq} &= -\omega_s L_f i_{gd} + \Delta u_{cq} \cdot (3.49)
\end{align*}
\]

where \(u_{gd}\) is the amplitude of the grid side voltage in the chosen reference frame and \(\Delta u_{cd}\) and \(\Delta u_{cq}\) are the output of the two current PI regulators with proportional gain \(K_p\) and integral gain \(K_i\):

\[
\Delta u_{cd} = K_p (i_{gd} - i_{gd}^*) + K_i \int (i_{gd} - i_{gd}^*) \, dt \cdot (3.50)
\]
Finally an outer DC link voltage control loop is considered. The PI regulator is designed to furnish the proper d reference current component $i_{gd}^*$ to the inner current loop in order to take the error on the DC link voltage to zero.

The whole control scheme for the grid side converter of the back to back is depicted in Fig. 3.5, where the amplitude of the grid voltage space vector used as a feed-forward signal on the d axis loop is computed as:

$$|u_g| = u_{gd} = \sqrt{u_{gd}^2 + u_{gq}^2}.$$  \hspace{1cm} (3.52)

The matrixes D and $T(\theta_v)$ represent the three phase to two phase transformation and the stationary to synchronous reference frame transformation respectively; similarly the $D^{-1}$ and $T^{-1}(\theta_v)$ are used for the inverse transformation from the synchronous to the stationary reference frame and from two to three phase system.

For a correct tracking of the phase angle of the grid voltage space vector a Phase Locked Loop (PLL) system has been used. This system allows to extract only the phase angle related to the fundamental positive sequence component of the grid voltage space vector. In such a way we are able to keep the voltage orientation even in presence of a strong harmonic distortion on the grid side due both to low pre-existing harmonic components and to higher harmonics introduced by inverter commutations.

A block scheme of the employed PLL system is presented in Fig. 3.6. The aim of this closed loop system consists in bringing to zero the error between the actual phase angle of the fundamental positive sequence component of the grid voltage space vector $\gamma$ and the synchronous reference frame phase angle $\theta_v$ employed in reference frame transformations.

If we consider a three phase sinusoidal and symmetric voltage system, the two components of the fundamental grid voltage space phasor can be computed as:

$$\cos \gamma = \frac{u_{gd}^*}{\sqrt{u_{gd}^2 + u_{gq}^2}}.$$  \hspace{1cm} (3.53)
\sin \gamma = \frac{u_{sq}^*}{\sqrt{u_{qg}^*}^2 + u_{sg}^*^2} \quad (3.54)

Subsequently (3.53) and (3.54) are multiplied by the two components of the space phasor used for reference frame transformations as follow:

\sin \gamma \cos \theta_v - \sin \theta_v \cos \gamma = \sin(\gamma - \theta_v) \quad (3.55)

Thus the input of the PI regulator is the sine of the error between the two phase angles, whereas its output is the pulsation of \( \theta_v(t) \), whose variation allows to bring the error to zero. For this purpose such a pulsation \( \omega_v \) is integrated and its sine and cosine trigonometric functions are used as feedback signals.

During the initial locking phase the input of the PI regulator (3.55) will obviously assumes both positive and negative values. Assuming that \( \theta_v(t) \) is lagging behind the fundamental voltage phase angle \( \gamma \), there will be a time interval in which the PI regulator will increase the pulsation \( \omega_v \) (for positive values of the sine of the error) making it closer to the pulsation of the input grid voltage space phasor. Then, for negative values of the sine of the error, there will be a shorter time interval in which the PI regulator will decrease the pulsation \( \omega_v \), thus increasing the difference between such a pulsation and the fundamental pulsation of the grid voltage space phasor.

This asymmetry in time between the positive and negative half wave of the sine of the error produces a positive mean value in the input signal of the PI regulator and therefore a periodic increase of the pulsation \( \omega_v \) until the output angle \( \theta_v(t) \) perfectly tracks the fundamental grid voltage phase angle \( \gamma \) with zero steady state error.

In operating conditions close to synchronization the error between the two phase angles \( \gamma \) and \( \theta_v \) is small and close to zero so that the input of the PI regulator can be approximated to:

\sin(\gamma - \theta_v) \approx \delta \quad \text{with} \quad \delta = \gamma - \theta_v \quad (3.56)

With such approximation the PLL system can be considered to have a linear phase detector, i.e. an input signal to the PI regulator proportional to the difference between the fundamental component phase angle of the grid voltage and the synchronous reference frame phase angle employed in reference frame transformations.

Typically the design of the PI regulator parameters is performed making reference to the linear approximated system presented in Fig. 3.7. The feed forward open loop transfer function has two poles at the origin. Consequently the steady state error to a ramp input will be zero as requested to a PLL system.

On the other hand, the closed loop system is a simple second order system with one zero and two poles. The choice of the proportional and integral gains (\( K_p \) and \( K_i \) respectively) has to be a
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compromise between a fast dynamic response during the locking phase and a limited bandwidth of the system in order to filter higher order harmonics present in the grid voltage space vector.

Such a bandwidth has been chosen in order to damp the effect of an inverse sequence on the grid voltage consisting in a disturbance on the input signal at a pulsation of $2\omega_s$. Once the system is designed to damp the effect of an inverse sequence, it is consequently able to filter all the higher order harmonics usually present on the grid voltage.

3.3. Railway Traction Systems

3.3.1. Introduction

The research work and the techniques developed for the diagnosis of rotor faults in induction motors for railway traction applications have been carried on in cooperation with a company that designs and realizes railway systems within a European project. For this reason the description of the control system is not detailed as it is secured by non disclosure agreements.

In the following only the aspects of the control algorithm that have a certain impact on the diagnostic procedures will be underlined.

The actual control system is a variable structure control system. In fact the system can switch between different strategies depending on the demand of the driver and on different electrical variables. In order to prove the feasibility of the developed diagnostic techniques for the diagnosis of rotor faults in time varying conditions, such a system has been implemented in simulations for a 400 kW squirrel cage induction motor. In this way a qualitative analysis of the potential performance of the proposed diagnostic methods in a real application has been performed.

Subsequently simulations and experiments have been made with a scaled prototype of the machine and control architecture. For this purpose a “classical” rotor flux direct Field-Oriented control scheme, very close to the one really implemented on a train for a wide range of speeds, has been employed. The most important features of the actual control algorithm and especially those that could affect the developed diagnostic procedures have been implemented trying to reproduce the transient behaviour of the real traction drive.

3.3.2. Railway traction drive

In railways application typically locomotives or motor cars are moved by multiple motors placed on the axles of one boogie. State-of-the-art solutions are based on drives that include a voltage source inverter (VSI) feeding an induction motor or a permanent magnet synchronous motor. However old fashion solutions based on current source inverter (CSI) or on thyristors are still employed, whereas old schemes based on DC series motor or Direct DC motors are no longer employed.

The basic components for a railway traction drive, common to various design solutions are represented in Fig. 3.8. The current is collected either by the pantograph mounted on the top of the train through the contact with the catenary line or through the contact of a third feeder rail and a shoe placed beside the boogie. This second solution is common in metro tunnels, for some mountain tracks and in general for DC supply voltages under 1200V.

Usually more than one pantograph is present on a single locomotive or motor car because of the inhomogeneous railway network electrification which in Europe is highly fragmented and presents the following levels of supply voltage:

- 1.5 kV DC
• 3 kV DC
• 25 kV AC at 50 Hz frequency
• 15 kV AC at 16 and 2/3 Hz frequency

Then a main AC or DC circuit breaker, designed to cut off very high overcurrents with fast trip time is installed. This breaker is used to energize or de-energize the high voltage power circuit and obviously for protection in case of fault events as short-circuit, overcurrents, ground faults, etc.

On the AC power circuit a transformer is present in order to lower the input voltage and to provide several independent outputs insulated from the line. Once the voltage has been reduced to a proper level it is rectified by a single phase active rectifier. This bi-directional converter ensures an almost sinusoidal current absorption with a displacement power factor close to unity. In such a way a minimum current is taken at the line level with a low harmonic content. Moreover the active rectifier delivers a stabilized DC voltage to the inverter, acting as a boost converter, and allows to operate in regenerating mode during braking.

A filter inductance is installed on the DC power circuit after the DC circuit breaker and constitutes, together with the DC bus filter capacitor, an LC filter at the input of the main traction inverter. This filter has two main purposes: damping the line voltage harmonics and cutting off the converter current harmonics.

Fig. 3.8 Basic power scheme for a railway traction drive.

Fig. 3.9 Traction and braking operating conditions under AC and DC catenary line.
Finally the DC bus is connected both to the main traction inverter, feeding the traction motor (synchronous or asynchronous) and to the braking leg chopper.

Fig. 3.9 shows the power flow from the catenary to the motor in traction mode under AC line, in traction mode under DC line and in electric breaking mode respectively. It’s worth noting that regenerative braking is possible only with AC voltage supply and in certain conditions (i.e. the line impedance is not too high or the line voltage does not increase too much).

On the other hand the rheostatic braking is always possible and assures a safe braking even when the main circuit breaker opens. Moreover the rheostatic chopper limits the voltage at the inverter input in case of transient overvoltages, and keeps the DC bus voltage near the set point (clamping function).

The control system employed to deal with such a complex system is managed at a high level by a state machine very close to the one presented in Fig. 3.10. The transitions between on state to another one depend on various signals such as machine variables, fault signals, operating conditions and requests of the driver. More in detail, when the transition happens, the state machine performs the following tasks:

- test of the transition conditions
- initialization of some state variables (integral, filters for decoupling terms etc.)
- changing to the next state

Every state represents a specific function used to control the machine:

- **Stop**: This function manages the modulus and the phase of the inverter output voltage in order to bring it to zero without current absorption until the train is stopped.
- **Manual control**: This function corresponds to an open loop control where the modulus and the slip frequency of the inverter output voltage are imposed manually by the operator and subsequently limited by some adjustable ramps.
- **Pre-fluxing**: This function is used to start the motor. The motor supply voltage is increased according to a predefined law in order to bring the flux of the machine above a prefixed threshold assuring an effective starting without torque and flux control.
- **Vector control**: This function allows the control of machine torque and rotor flux and is very close to a traditional direct rotor flux vector control. It consists of two current
control loops used to regulate the machine direct and quadrature stator currents and of a further external loop for the regulation of the rotor flux acting on the direct stator current reference. A voltage-current based observer is used for the computation of the modulus and of the phase angle of the rotor flux employed in reference frame transformations.

- **Scalar Control:** This function allows the control of the machine torque acting on the slip frequency and exploiting the knowledge of the motor speed and of the rotor flux retrieved from the speed sensor and the flux observer respectively.

The outputs of these functions are always the modulus and the frequency of the stator voltage vector subsequently processed by the PWM modulator. The modulation strategy is not predefined but depends on the value of the stator frequency. In fact high power semi-conductors cannot be used at high frequencies in railway applications, due to thermal limits. Thus the maximum switching frequency varies from several hundred Hz to few kHz. An asynchronous PWM modulation strategy would be not applicable for the whole range of speed since a ratio between the switching frequency and the motor frequency greater than 10 is typically requested in order to avoid sub-harmonics. Therefore the asynchronous PWM is used only at low speeds (i.e. for low stator frequencies) and then various synchronous PWM are performed until reaching a full wave modulation strategy at very high speeds.

For simulation purposes the power scheme under DC line was adopted with the assumption of a perfect contact of the pantograph with the catenary line at a constant voltage value. Moreover not all the control functions have been implemented. In fact only the vector control and the scalar control and the transitions between them have been modeled. It’s worth noting that the scalar control is used especially at high speeds and in flux weakening operating conditions, and so the most relevant speed transients are usually in vector control mode. For this reason for the implementation of the scaled laboratory control architecture a “classical” rotor flux direct field-oriented scheme has been chosen trying to keep the most important and relevant feature of the real traction drive.

### 3.3.3. Direct Rotor Field Oriented Vector Control (DRFOC)

As presented in the previous paragraph a variable structure control is used for high performance traction drive systems that changes according to the operating conditions, especially according to speed and flux level. The basic structure is typically a direct rotor flux field-oriented vector control, whose scheme is shown in Fig. 3.11.

Such a control system is developed starting from the equations of the induction motor (3.1)-(3.8) written in a reference frame rotating synchronously with the rotor flux, i.e. the q axis rotor flux component is assumed equal to zero instead of the q axis stator flux component:

\[ \varphi_{rq} = L_r i_{rq} + L_m i_{rq} = 0. \quad (3.57) \]

Since squirrel cage induction motors are considered, the first member of rotor voltage equations (3.3) and (3.4) is supposed to be zero. Moreover, since the rotor and its quantities are not accessible, the hypothesis of identical rotor and stator winding distributions is typically assumed, leading to a unity transformation ratio (3.10). Therefore the relations between self and mutual inductances can be summarized as follow:

\[ L_s = L_{is} + L_m \quad \text{and} \quad L_r = L_{is} + L_m \quad (3.58) \]

with obvious meanings of the symbols.
It is well known that rotor flux oriented schemes allow a decoupled control of electromagnetic torque and rotor flux level. With reference to Fig. 3.11, the vector control algorithm consists of two current loops for flux and torque regulation. Moreover an external rotor flux loop is used to set the flux level by means of the direct stator reference current. Direct and inverse Clark transformations are represented by blocks D and D\(^{-1}\). Standard PI regulators with anti wind-up systems are used for the control loops in the dq reference frame synchronous with the rotor flux.

The rotor flux is estimated through a stator model-based observer obtained by integrating the stator voltage equation expressed in the stationary reference frame and taking into account the leakage flux [43]. The equation of this voltage current observer can be expressed in space vector notation as follow:

\[
\ddot{\varphi}_r^s = \frac{L_m}{L_s} \left[ \int (\ddot{v}_s^s - R_s \ddot{i}_s^s) dt + \sigma L_s \ddot{i}_s^s \right].
\]  

(3.59)

where \(\varphi_r^s, v_s^s\) and \(i_s^s\) are the rotor flux, stator voltage and the stator current space vectors respectively referred to the stator (the superscript \(s\) means the stationary reference frame) and \(\sigma\) is:

\[
\sigma = 1 - \frac{L_m^2}{L_s L_r}.
\]  

(3.60)

The “Voltage current observer” block in Fig. 3.11 corresponds to equation (3.59). In the actual implementation a low pass filter is used instead of a pure integrator. This choice reduces the drift due to errors and offsets in the acquired signals. However the use of the low pass filter results in a
wrong computation of the rotor flux space vector in terms of magnitude and phase angle. An
estimate of the stator pulsation is used to compensate these errors:

\[
\dot{\omega}_s = \frac{R_L i_{sq}^*}{L_r} \frac{\varphi_r^*}{\varphi_r} + p\omega_m.
\]  

(3.61)

where \( \omega_m \) is the measured mechanical speed, \( p \) is the pole pairs number, \( i_{sq}^* \) is the reference value of the q axis stator current and \( \varphi_r^* \) is the reference value of the rotor flux. Relationship (3.61) is
represented in Fig. 3.11 by the “Stator Frequency Estimation” block and can be easily retrieved
form (3.4) considering the rotor flux orientation expressed in (3.57). Reference values are used
instead of measured and estimated machine variables.

As stated before this stator frequency estimate is used to compensate errors in the magnitude and
phase angle of the rotor flux caused by the low pass filter used for the integration. The phase angle
correction is performed inside the PLL block used also to filter undesired harmonic noise, thus
allowing a perfect tracking of the compensated rotor flux phase angle. The output of the PLL block
is then used in the reference frame matrix transformations \( P(\theta_s) \) and \( P^{-1}(\theta_s) \).

On the other hand the compensated rotor flux magnitude is used inside the “Decoupling Terms”
block together with the relationship (3.61) and the measured currents in the synchronous reference
frame to compute the dynamic back-emf compensation terms:

\[
\tilde{v}_d = -\dot{\omega}_s \sigma L_s i_{sq},
\]

(3.62)

\[
\tilde{v}_q = \dot{\omega}_s \left( \sigma L_s i_{sd} + \frac{L_m}{L_r} \varphi_r \right),
\]

(3.63)

The compensated magnitude of the estimated rotor flux \( \varphi_r \) is eventually used as feedback signal
for the outer loop.

The value of the reference quadrature stator current is obtained from the reference torque and
reference flux signal through the following equation:

\[
i_q^* = K_T \frac{T^*}{\varphi_r^*} \quad \text{with} \quad K_T = \frac{2L_s}{3pL_m}
\]

(3.64)

where \( T^* \) is the reference torque. On the other hand the reference flux is obtained on the basis of the
nominal values for torque and rotor flux as follow:

\[
\varphi_r^* = \sqrt{\frac{T^*}{T_{nom}}} \varphi_{r_{nom}}.
\]

(3.65)

This choice keeps the slip frequency quite constant. In fact the torque in case of rotor flux
orientation can be expressed as:

\[
T = \frac{3}{2} p \frac{\omega_r}{R_r} \varphi_r^2.
\]

(3.66)

where \( \omega_r = (\omega_s - \omega) \) is the slip angular frequency. Thus by substituting (3.65) in (3.66) and
considering reference values, the constant slip frequency assumes the value:
\[ \omega_r = \frac{2}{3} \frac{T_{\text{nom}}}{\varphi_{\text{nom}}^2} \frac{R_r}{p}. \]  

(3.67)

This choice for the reference flux provides a better robustness of the control system against speed errors and reduces the losses at low torque.

The rotor flux nominal value is computed according to motor nameplate data and machine parameters as follow:

\[ \varphi_{\text{nom}} = \frac{L_m/L_s}{1 + \left( \frac{2\pi \varphi_{\text{nom}}}{R_r} \right)^2} \sqrt{2} \frac{(V_{\text{nom}} - R_s I_{\text{nom}})}{2 \pi \varphi_{\text{nom}}}. \]  

(3.68)

The control system as presented in Fig. 3.11, is not able to deliver torque at very low speed. For this reason another rotor flux observer has been implemented in order to allow operations at zero speed. This choice can be considered as an alternative to the open loop operations.

The implemented rotor flux observer is based on the measured electrical speed \( \omega = p \omega_m \) and on measured stator currents. The differential equation on which such observer is based can be easily retrieved from the rotor voltage equations written in a stationary reference frame taking into account the rotor flux equations:

\[ 0 = R_r i_{rd}^s + \frac{d \varphi_{rd}^s}{dt} + \omega \varphi_{rq}^s. \]  

(3.69)

\[ 0 = R_r i_{rq}^s + \frac{d \varphi_{rq}^s}{dt} + \omega \varphi_{rd}^s. \]  

(3.70)

\[ \varphi_{rd}^s = L_r i_{rd}^s + L_m i_{id}^s. \]  

(3.71)

\[ \varphi_{rq}^s = L_r i_{rq}^s + L_m i_{iq}^s. \]  

(3.72)

By substituting (3.71), (3.72) in (3.69), (3.70) and considering the rotor flux as a state variable, its two components in the stationary reference frame can be computed by integrating the following equations:

\[ \frac{d \varphi_{rd}^s}{dt} = -\frac{1}{\tau_r} \varphi_{rd}^s - \omega \varphi_{rq}^s + \frac{L_m}{\tau_r} i_{id}^s. \]  

(3.73)

\[ \frac{d \varphi_{rq}^s}{dt} = -\frac{1}{\tau_r} \varphi_{rq}^s + \omega \varphi_{rd}^s + \frac{L_m}{\tau_r} i_{iq}^s. \]  

(3.74)

where \( \tau_r = L_r/R_r \) is the rotor time constant. This speed current observer is effective and presents its best performances at low speeds. As stated before it is used only for starting operations. Above a prefixed threshold speed the rotor flux estimate is smoothly switched from the speed-current observer to the voltage-current one based on (3.59). All the simulation and experimental results presented in this thesis have been performed relying on the latter observer.

It’s worth noting that an Euler discretization for (3.73) and (3.74) may lead to unstable behavior at high speed. To overcome this limitation a discretization based on a second order Taylor series expansion has been adopted to make the observer stable for the whole speed range of interest.
The design of PI controllers is based on the zero pole cancellation technique for both the current and the flux loops. As far as current PI controllers are concerned, under the assumption of perfect back-emf compensation, the system can be expressed through the following transfer function:

\[ G_c(s) = \frac{1}{R_s + s \sigma L_s}. \]  

(3.75)

On the other hand the transfer function for the controller can be expressed as:

\[ R_i(s) = K_p + \frac{K_i}{s}. \]  

(3.76)

The current closed loop system for both the d and q axis can be therefore represented as in Fig. 3.12. Thus the open loop transfer function can be expressed as:

\[
R_i(s)G_c(s) = K_i \left( 1 + \frac{K_p}{K_i} \right) \frac{1}{s R_i \left( 1 + s \frac{\sigma L_s}{R_s} \right)}. \]  

(3.77)

Performing the zero pole cancellation a relationship between the PI controller parameters and the machine parameters can be expressed as:

\[
\frac{K_p}{K_i} = \frac{\sigma L_s}{R_s}. \]  

(3.78)

Fig. 3.12 Simplified block diagram of the current control loop for PI controller design.

In this way the open loop transfer function becomes a simple integrator with a gain equal to \( K_i/R_s \). Eventually the aim is to obtain a closed loop first order transfer function with a proper bandwidth \( B_{pl} \) expressed in Hz, where \( B_{pl} \) corresponds to the cutoff frequency of the considered first order system. Thus imposing such a bandwidth for the closed loop transfer function leads to:

\[ F_i(s) = \frac{1}{1 + \frac{R_s}{K_i} s} = \frac{1}{1 + \frac{1}{2\pi B_{pl}} s}. \]  

(3.79)

Equation (3.79) allows to find a very simple relationship for the current controller integral gain parameter.
\[ K_j = 2\pi B_{pi} R_j. \]  
(3.80)

By combining equation (3.80) with (3.78), the relationship relating the current controller proportional gain parameter and the closed loop bandwidth can be expressed as:

\[ K_p = 2\pi B_{pi} \sigma L_s. \]  
(3.81)

Therefore (3.80), (3.81) allows to find the proper current controller parameters for a given bandwidth of the closed loop system establishing its dynamic behavior. The value of \( B_{pi} \) varies in relation to the requested dynamic behavior for the specific application compatibly with the inverter switching frequency.

The design of the rotor flux loop controller can be performed in the same way. In fact in case of rotor field orientation the relationship between the direct stator current and the rotor flux can be retrieved from the direct rotor voltage equation and the direct rotor flux equation (3.3) and (3.7) respectively. Thus considering \( \phi_{rq}=0 \) we obtain:

\[ \phi_{rd} = \phi_r = L_s i_{rd} + L_m i_{sd}. \]  
(3.82)

\[ 0 = R i_{rd} + \frac{d\phi_r}{dt}. \]  
(3.83)

Isolating the direct rotor current from (3.82) and substituting the result in (3.83) the following differential equation can be retrieved:

\[ \frac{d\phi_r}{dt} = -\frac{\phi_r}{\tau_r} + \frac{L_m i_{sd}}{\tau_r}. \]  
(3.84)

Now by introducing the Laplace operator \( s \), the transfer function, relating the inner loop controlled variable (i.e. \( i_{sd} \)) and the outer loop controlled variable (i.e. \( \phi_r \)) can be expressed as follows:

\[ G_f(s) = \frac{L_m}{1+s\tau_r}. \]  
(3.85)

If the bandwidth of the current control loop is high enough the transfer function of this control loop can be considered equal to unity (\( F_i=1 \)). This assumption is correct if the time constant of the current closed loop transfer function is very small with respects to the rotor time constant \( \tau_r \). Therefore for the design of the flux PI controller reference is made to Fig. 3.13

![Simplified block diagram of the flux control loop for PI controller design.](image)

Fig. 3.13 Simplified block diagram of the flux control loop for PI controller design.
The zero pole cancellation can be performed also in this case, thus leading to the following relationship for the proportional and integral gain parameters:

\[
\frac{K_p}{K_i} = \tau_r. \tag{3.86}
\]

Now assuming, also for the flux loop, a prefixed value of the closed loop transfer function bandwidth \( B_{pf} \) the value of the controller parameters can be computed as follow:

\[
F_f(s) = \frac{1}{1 + \frac{1}{K_p L_m s}} = \frac{1}{1 + \frac{1}{\frac{2\pi B_{pf}}{s}}} \tag{3.87}
\]

Then by imposing the same time constant for both transfer functions in (3.87) and taking into account (3.86) the proportional and integral gain values become:

\[
K_p = \frac{2\pi B_{pf} \tau_r}{L_m}. \tag{3.88}
\]

\[
K_i = \frac{2\pi B_{pf}}{L_m}. \tag{3.89}
\]

Typically in a real system the value of the flux loop bandwidth is usually small, in the range of a few Hertz for low-voltage low-power motors or even less than 1 Hz for high power drives.
Chapter 4

Diagnostic Techniques

4.1. Introduction

In this chapter the diagnostic techniques developed for squirrel cage induction motors and Doubly Fed Induction Machines (DFIM) based drives are presented. As far as squirrel cage asynchronous motors are concerned, the attention has been focused on rotor failures (i.e. broken bars). The techniques for fault detection and quantification of this fault have been developed for a specific drive used for railway traction applications and then experimentally validated on a scaled laboratory prototype. Rotor faults are not very frequent indeed, however their detection at incipient stage is a key item as their failure sequence is slow. In fact the time evolution from root causes to actual failures (failure sequence) is very different depending on different fault types. If a failure sequence is rapid then effective condition monitoring is impossible and this is the situation for electrical faults detected by protection, where the period of action may be only seconds or cycles of the electrical machine variables. However, if the failure sequence is days, weeks or months, then condition monitoring has the potential to provide early warning of the impending failure.

For rotor faults the failure sequence is days and, if not properly managed, can degenerate into a catastrophic fault, such as stator or mechanical fault. Hence the detection of a rotor fault at an early stage is useful to set up post fault operation that must bring safely the train to the next station, with a suitable reduction of performances.

The techniques developed for the detection and quantification of rotor faults in induction machine based traction drives presented hereafter are:

- Demodulation technique
- Virtual Current Technique (VCT)

The first one consists in a time domain procedure that processes the stator currents in order to isolate a single fault frequency component in a way not dependent on speed and frequency variations.

The second one is a strategy for broken-bar quantification in a way not dependent on the bandwidth of the external flux loop present in the traction drive control system. This strategy is based on the interpretation of a rotor fault as a disturbance on the output of the closed loop traction system.
Afterwards stator and rotor phase unbalances have been studied for DFIM employed in wind turbine generators. It is obvious that reliable and secure generation systems are needed since the areas in which they are installed are frequently not accessible. Therefore it is necessary to detect incipient faults as soon as possible to minimize maintenance cost and prevent unscheduled downtimes through advanced on-line diagnostic techniques for electrical and mechanical faults.

Stator and rotor electrical asymmetries have been successfully detected through the following technique:

- Rotor modulating signals signature analysis

The basic idea consists in taking into account the influence of the current loops present in the control scheme usually employed for the decoupled control of active and reactive stator power. Their influence makes the signature analysis of the stator or rotor currents, usually employed for electrical fault diagnosis in mains supplied machines, less reliable and so other machine variables has to be considered for an effective fault detection. Simulations and experiments revealed that the signature of the rotor modulating signals of the PWM converter and more in general of rotor voltages can be assumed as a good diagnostic index.

Moreover the wavelet transform has been considered and validated as a valuable tool for signature extraction thanks to its capability to give an appropriate resolution both in time and frequency for the considered fault harmonic isolation. Finally the impact of the loop bandwidth on this diagnostic procedure have been evaluated.

4.2. Demodulation Technique

4.2.1. Introduction

On line diagnosis and early detection of faults in induction machines in adjustable speed drives has focused the attention of researchers, since it allows to reduce maintenance costs and downtimes.

In some applications, where continuous operation is a key item, such as railway applications, the need for a preventive fault diagnosis is an extremely important point. For example the case of railway applications is investigated in [44], [45] in order to design a traction drive oriented to maximum fault tolerance. In [46], the use of the Vienna Monitoring Method (VMM) is investigated for a traction drive application where rotor fault detection was successfully verified in transient and steady-state conditions.

In this framework, fault detection and the prognosis of rotor faults is critical for industrial applications though rotor faults are only about 10% of the overall induction machine faults [7]. In fact, the breakage of a bar leads to high current in adjacent bars, thus leading to potential further breakage and stator faults as well.

Motor current signature analysis (MCSA) was extensively used to detect broken rotor bar and end ring faults in induction motors [2], [24], [47], [48]. In steady-state conditions, a quite robust diagnostic index is the sum of the amplitudes of the left and right sideband components of the stator current that is independent of inertia and proportional to the number of adjacent broken bars. The main shortcomings of MCSA are its dependence on the machine slip $s$, speed, and load, though the dependence on load torque variations can be compensated [49]. Moreover, MCSA fails for current controlled drives as the control loop masks the oscillation of the stator current. If an ideal control loop is considered, the controlled variable is desensitized and anomalous lines appear in manipulated variables. In actual conditions, depending on the bandwidth, either the manipulated
(voltage) or controlled (current) variable spectrum is more sensitive to the fault. Hence, new diagnostic indexes can be used that are based on control variables [50], [51], [52].

Anyway for the considered traction drive the external flux loop, present in the control architecture, transfers the characteristic rotor fault harmonics at the input of the inner current loop. For this reason the signature of stator currents keeps its sensitivity allowing an effective fault detection.

Other techniques have been investigated for rotor faults besides MCSA or its variants. Several demodulation methods were presented to extract fault information from the current: in [53] envelope analysis, Hilbert transformation, and Park transformation were used to perform amplitude demodulation of rotor faults. Other methods were based on multiple electrical signals such as torque and leakage flux. VMM [29] relies on voltage, current signals, and measured rotor position to check deviations in terms of instantaneous torque obtained by two different machine models. Also, signal injection techniques were proposed, relying on methods similar to those adopted for sensorless drive control [22]. However, typically in traction drive systems, the switching frequency is very low, making the detection of the faults through the signal injection strategy impossible.

Anyway, for time-varying conditions, the most commonly adopted techniques are based on time-frequency analysis. Complex techniques were presented to cope with this issue, including high-frequency resolution methods [54], time-frequency distributions [55], [56], and wavelets [57]–[60]. All the above methods require heavy computation and complex procedures in order to analyze the time-frequency distribution and to retrieve the information related to rotor faults. Though the computation time itself is not an issue provided that data are sampled, stored, and post processed, in industrial applications, the requirement of minimum complexity is a mandatory issue. In fact, with time-frequency analysis, a few major shortcomings appear:

- the latency can be high, and a large memory is required to store the data that will be processed;
- a large number of samples is required in order to achieve reliable results;
- specialized hardware could be required.

A simpler method could provide accurate fault detection in time varying conditions even with a reduced number of samples. Moreover, it can be included in the available firmware used for the drive control, allowing the realization of an effective fault diagnosis at no additional hardware cost.

A typical example of transient behavior is the case of railway traction applications, where torque and speed vary depending on the journey, preventing the use of MCSA and classical spectral analysis. As stated in the previous chapter reference is made to a typical traction drive for railway application systems and to its scaled laboratory prototype; however, the proposed method is general, provided that a similar control architecture is used.

Electric drives for traction applications operate in field weakening mode at the cruise speed. Nevertheless, the most relevant accelerations are usually in the constant torque mode since the load torque is lower, being proportional to the square of the speed. Here, reference is made to time-varying conditions, and thus to constant torque mode.

The issue of rotor fault detection can be solved if a diagnostic index is defined that is independent of slip and stator frequency. Here, a simple demodulation procedure in the time domain is proposed that processes the stator currents, relying on stator frequency and machine slip accurately retrieved by the drive control. After the demodulation process, a component is obtained whose amplitude is related to the rotor fault and whose frequency is constant, independently of the stator frequency and speed.

It’s worth noting that the demodulation technique presented here is applied to stator currents but can also be applied to other variables in order to extract the faulty components.
4.2.2. Demodulation of rotor fault signature in time varying conditions

As previously said the basic idea of the developed technique consists in a simple time domain processing technique that exploits already available control signals for the rotor fault diagnosis.

Typically in case of broken bars the amplitude of the left and right sideband components of a phase current are monitored in order to sense their variation in steady state conditions. Anyway traction drive operations require cyclic torque and speed variations. Under the above conditions the sideband components, whose amplitude must be monitored for diagnostic purposes, is spread in frequency. It turns out that the direct application of MCSA to machine stator currents or to control variables is not effective.

A simple solution for an efficient diagnosis of electrical faults of induction machines under non stationary conditions is presented here.

Adjacent broken bars produce an amplitude modulation of the rotor current, whose carrier is $s\omega_s$, where $s$ is the slip, $\omega_s = 2\pi f_s$ is the stator pulsation, and $f_s$ is the stator frequency. In terms of rotor current space vector this amplitude modulation is the result of an inverse sequence at frequency $-s\omega_s$. This modulation is reported to the stator quantities at the angular frequency:

$$\omega_l = (1-2s)\omega_s$$  \hspace{1cm} (4.1)

and, because of the speed ripple effect [25] also at the frequency:

$$\omega_r = (1+2s)\omega_s$$  \hspace{1cm} (4.2)

corresponding to the left and right side bands respectively. The whole frequency propagation for a rotor asymmetry due to broken bars have been already reported in the first chapter showing that other harmonics appear around the fundamental at angular frequencies $(1-4s)\omega_s$ and $(1+4s)\omega_s$ and so on. Anyway those higher order fault harmonics are usually negligible due to the damping effect of motor and load inertia. If other effects, such as slotting and saturation are neglected, it can be assumed that the major components of a stator phase current are represented by:

$$i_s(t) = I_f \cos(\omega_s t + \varphi_s) + I_l \cos(\omega_l t + \varphi_l) + I_r \cos(\omega_r t + \varphi_r)$$  \hspace{1cm} (4.3)

where $I_f$, $I_l$, and $I_r$ represent the amplitudes of the fundamental component, of the left and of the right side band respectively and $\varphi_s$, $\varphi_l$, and $\varphi_r$ their phase angles. The same considerations can be done with reference to the stator current space vector expressed as:

$$\vec{i}_s(t) = \frac{2}{3} \left( i_{sa}(t) + i_{sb}(t)e^{\frac{2\pi}{3}} + i_{sc}(t)e^{\frac{4\pi}{3}} \right)$$  \hspace{1cm} (4.4)

where $i_{sa}(t)$, $i_{sb}(t)$, and $i_{sc}(t)$ are the stator three phase currents. Therefore under the same assumptions it can be considered that the major components of a stator phase current space vector are represented by:

$$\vec{i}_s(t) = \vec{i}_f e^{j(\omega_s t + \varphi_s)} + \vec{i}_l e^{j(\omega_l t + \varphi_l)} + \vec{i}_r e^{j(\omega_r t + \varphi_r)}$$  \hspace{1cm} (4.5)

In time-varying conditions, the amplitudes $I_l$ and $I_r$ in (4.3) cannot be detected through a frequency analysis since $\omega_l$ and $\omega_r$ are spread across a wide frequency range, making it impossible to detect their amplitude correctly. In fact, the sideband components $\omega_l$ and $\omega_r$ vary as a function of time according to machine slip and supply frequency.
A simple processing of a stator phase current or of the respective space vector can be made, so that all the information related to the fault is traced back to a single component, whose amplitude is related to the amplitude of the left sideband component $\omega_l$ and whose pulsation is constant regardless of machine slip and stator pulsation variations [61].

Specifically, a frequency shift is applied at each time slice, so that the left sideband is moved to a far and prefixed pulsation $\omega_d$:

$$
\tilde{i}_{l,\omega_c}^j(t) = i_s(t)e^{i\omega_l t}
$$

where

$$
\omega_d'(t) = \omega_d - \omega_l(t)
$$

In order to avoid harmonic noise, integral quantities are used and $\omega_d(t)$ is estimated by the rotor electrical angle $\theta_r(t) = (1-s)\omega_{st}$ and the stator voltage phase angle $\theta_s(t) = \omega_{st}$. Hence:

$$
\omega_d(t)t = 2\theta_r - \theta_s
$$

The angle $\theta_r$ is obtained by measuring the motor speed through the optical incremental encoder present in the control system, whereas $\theta_s$ is the phase angle of the rotor flux tracked by the PLL block in Fig. 3.11. Hence the computation of the above quantities is intrinsically made by the vector control structure described in the previous chapter. Thus the tracking of the carrier $\omega_l'$ is accurate provided that the drive is working correctly.

The sensitivity of the proposed method to motor parameters is quite small. An error in the motor parameters would especially affect the estimation of the rotor flux (3.59) in terms of magnitude and angle and thus the decoupling of the axis would not be accurate. However the closed loop structure forces the stator frequency of the machine to be equal to the frequency corresponding to the derivative of $\theta_s$, thus the demodulation based on (4.7) is correct independently of motor parameter errors.

If the speed sensor failed, the control system would fail, hence a fault alarm at a higher level would be raised, and a diagnostic procedure would be activated. For the purpose of rotor fault detection, it can be assumed with no restrictions that the speed sensor provides accurate information and that the diagnosis of the whole drive is demanded for a higher level protection system.

Similarly, a stator current or its space vector may be processed so that the component at $\omega_r$ is moved to $\omega_d$:

$$
\tilde{i}_{r,\omega_c}^j(t) = i_s(t)e^{i\omega_r t}
$$

where:

$$
\omega_c'(t) = \omega_d - \omega_r(t)
$$

Therefore relying on integral quantities accurately provided by the control system lead to the following:

$$
\omega_r(t)t = 3\theta_s - 2\theta_r
$$
As previously said, the same time-domain processing performed in (4.6) and (4.9) can be usefully applied also to the stator current space vector (4.4) leading again to an effective fault detection.

A combination of the two demodulated currents can be used to retrieve a diagnostic index that is independent of inertia [24]. If necessary, a similar procedure may be applied to other quantities in order to avoid the masking effect of drive regulators.

Thanks to the above-described current demodulation procedure, it is possible to define a diagnostic index that is quite robust with respect to speed variations and sensitive enough to provide an effective fault detection. With reference to the control system for traction drives described in the previous chapter (Fig. 3.11), a diagnostic index $f_i$ is defined as:

$$f_i = \frac{\langle |i_{d}^{l}(t, \omega_{l})| \rangle + \langle |i_{d}^{r}(t, \omega_{r})| \rangle}{\langle |i_{dq}(t)| \rangle}$$  \hspace{1cm} (4.12)

where $\langle | \times | \rangle$ is the time-domain average of the absolute value of the signals, $i_{d}^{l}(t, \omega_{l})$ and $i_{d}^{r}(t, \omega_{r})$, which are computed as in (4.6) and (4.9), respectively with $\omega_{d} = 0$. It’s worth noting that this choice of $\omega_{d}$ makes the mean value operation possible since the fault frequency will be the zero frequency component of the demodulated signal.

Usually, for a mains-supplied machine, the diagnostic indexes are computed with reference to the amplitude of the stator current. In a direct rotor flux field-oriented vector control, the only non-negligible current in the machine rotor is the torque current under steady-state conditions. In the proposed diagnostic index, the stator torque current $i_{sq}(t)$ was used as a normalization factor, since it is proportional to the torque current in the rotor because of the field orientation (3.57).

A complete diagnostic procedure is possible as detailed by Fig. 4.1.

![Fig. 4.1 Block diagram of the proposed diagnostic procedure.](image-url)
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4.3. Virtual Current Technique

4.3.1. Introduction

This new technique has been developed with the aim to perform a quantification of the fault severity considering the influence of the closed loop control system. More specifically the Virtual Current Technique (VCT) is a model-based diagnostic technique, for the diagnosis of rotor faults in Direct Rotor Field Oriented Controlled (DRFOC) induction motor drives. By measuring the oscillations at twice the slip frequency found in the rotor flux of the machine, and by conjugating this information with the knowledge of some motor parameters, as well as the parameters of the flux and current controllers, it is possible to generate a virtual magnetizing current which, after normalization, allows the detection and quantification of the extension of the fault.

The proposed method allows to overcome the difficulties usually found in the diagnosis of rotor faults in closed loop drives, by providing information about the condition of the machine in a way independent of the bandwidth of the control loops. Although the VCT has been primarily developed for the traction drives used in railway applications described in the previous chapter, it could be incorporated in any DRFOC drive at almost no additional cost.

The diagnosis of rotor faults in line-fed induction motors has been a subject of research for the last three decades [2], [47], [64]-[68]. Nevertheless, nowadays an increasing number of motors is incorporated in closed-loop drives, whose control strategies, in most cases, rely on rotor field orientation. In these systems, the techniques developed for line-fed induction motors and open loop drives cannot be used straightforward as the control system of the drive changes the effects that the fault would introduce in several quantities, namely in the motor supply currents, and hence it does not allow a proper detection and quantification of the extension of the fault [51],[69-71]. Consequently, the need for development of adequate diagnostic techniques capable of diagnosing faults effectively in closed-loop drives is driving the research in this particular field of knowledge.

The ultimate goal is not only the detection and quantification of the faults but also the integration of the diagnostic and control systems of the drive on the same board, so that the manufacturer of the drive can provide to the customer a system with self-diagnostic capabilities [52],[61],[72], [73].

In [29],[74] we find one of the first papers proposing a model based method to diagnose rotor faults in vector-controlled induction motor drives, i.e. the Vienna Monitoring Method, whose fault indicator relies on the calculation of two values for the electromagnetic torque developed by the machine, one using a current model and the other one using a voltage model.

Anyway for closed loop drives the possibility of quantification of the extension of the fault and the role played by the tuning of the current, flux and speed controllers are still an open issue. In fact, as demonstrated in several papers [51], [69], [70], [75], [76], the topology of the control system as well as the choice of the parameters of the flux and speed controllers of the drive have a strong effect on the amplitudes of the fault indicators that may be defined to detect the fault.

In [51], it is presented a comprehensive analysis of the role played by the control system of the drive on the diagnosis of motor faults in closed-loop drives. The authors, recognizing the limitations of the classical diagnostic techniques, propose as an alternative to measure the oscillations present in the reference magnetizing current component \(i_{sd}^*\). They concluded that this fault indicator is quite independent of the control parameters, for the topology of the control system adopted (DRFOC) and for a fixed bandwidth of the flux control loop. In spite of these results, the authors do not provide a useful relationship between the oscillations present in \(i_{sd}^*\) and the extension of the fault [70], [76]. On the other hand, the torque-producing current component \(i_{sq}^*\), due to its strong dependency with the operating conditions of the drive, is not adequate for diagnostic purposes as it depends heavily on the controller gains, load conditions and operating frequency of the drive.
Other techniques that can be found in the literature to detect rotor faults in closed-loop drives include the use of the current error signals, which represent the inputs signals of the current controllers [71], as well as the outputs of these controllers. Unfortunately all of them revealed their inability for the diagnosis of faults in DRFOC drives as documented in [75].

A different proposal to diagnose rotor faults in Indirect Rotor Field Oriented Controlled (IRFOC) drives is found in [69], [77]. It is demonstrated in these papers that a rotor fault will introduce in the estimated rotor flux oscillating components at a frequency of $2sf$ ($s$ is the rotor slip, $f$ is the fundamental supply frequency), which can be used to detect a rotor fault in a way quite independent of the bandwidth of the speed controller and reference speed of the drive.

The applicability of this diagnostic technique was later on tested in a DRFOC drive [75] showing that the method is only applicable if the bandwidth of the flux control loop is smaller than the $2sf$ frequency. Therefore it was not possible to find a useful relationship that could be used to quantify the extension of the fault in a way not dependent on the flux loop controller.

Afterwards also the behavior of the magnetizing current component $i_{sd}^*$ was analyzed as a diagnostic index for the DRFOC drive. It turned out that, although the fault detection is possible, the amplitude of the fault indicator depends on the parameters of the flux controller, hence compromising once again the quantification of the fault.

In addition to the above mentioned techniques, other researchers proposed to inject high-frequency signals for the diagnosis of rotor faults in vector-controlled drives [76], [22]. This technique seems to work well on low-voltage low-power motors but it cannot be implemented in medium and high power drives due to the low switching frequencies of the IGBTs used in the power converters (hundreds of Hertz in most cases). On the other hand, the injection of low-frequency signals is not allowed because it would affect the normal operation of the drive.

Besides all the diagnostic techniques mentioned before, others were also proposed in recent years, namely the ones directed towards the development of new or the adaptation of existing signal processing techniques, which allow the extraction of the spectral components that characterize the presence of different types of faults even in non-stationary conditions [73], [78], [79], [58], [59]. Other authors directed their efforts towards the use of neural networks [80-82], pattern recognition [83] or fuzzy logic approaches [84]. These techniques are based on the processing of certain signals and do not need the values of the machine parameters and are able to perform an effective fault detection. On the other hand, by using them a relationship between the fault indicators and the extension of the fault is lost.

4.3.2. Mathematical analysis of rotor faults in RFOC induction motor drives.

To fully understand the behavior of a RFOC induction motor drive under the presence of a rotor fault, we consider as a starting point an asymmetrical two-phase induction machine as shown in Fig. 4.2. Although this is an approximate model of a faulty machine, which may not represent accurately
the behavior of an induction machine with a rotor fault, it has the advantage of allowing us to obtain an analytical relationship between some of the effects of the fault and the number of adjacent broken bars. This approximate model is used solely with that purpose. All the simulations results shown later on were obtained with more detailed models as the one presented in chapter 2.

As demonstrated in several papers, the existence of \( n_F \) contiguous broken bars in a rotor cage with \( N_b \) bars can be represented, in an approximate way, by the inclusion of an additional resistance in one of the phases of an equivalent three-phase slip-ring machine [26], [85]. If this machine is transformed into an equivalent asymmetrical two-phase machine, the additional resistance \( R_F \) that will appear in one of the phases will be given by [36], [76], [85]-[88]:

\[
R_F \approx \frac{2n_F}{N_b} R_r
\]  
(4.13)

where \( R_r \) represents the rotor resistance of the two-phase machine in healthy conditions. Without loss of generality, let us consider that the fault is located along the \( d \)-axis of the rotor. In this case, the resistances of the two rotor windings are:

\[
R_{rd} = R_r + R_F \quad \text{and} \quad R_{rq} = R_r
\]  
(4.14)

Due to the location of the asymmetry of the machine, the voltage equations are much simpler if written in a rotor reference frame. However, for a proper analysis of a vector controlled drive, one should write these equations in the reference frame of the controller, that is, in a synchronous reference frame rotating at an angular frequency \( \omega_s \). Taking this into account, the voltage equations of the asymmetrical two-phase machine are as follows:

\[
\begin{bmatrix}
    v_{rd} \\
    v_{rq}
\end{bmatrix}
= \begin{bmatrix}
    R_r + pL_s & -\omega_sL_s & pL_m & -\omega_sL_m \\
    \omega_sL_s & R_r + pL_s & \omega_sL_m & pL_m \\
    pL_m & -s\omega_sL_m & \overline{R}_r + \Delta R_r \cos(2\theta_s) + pL_r & -s\omega_sL_r - \Delta R_r \sin(2\theta_s) \\
    s\omega_sL_m & pL_m & s\omega_sL_r - \Delta R_r \sin(2\theta_s) & \overline{R}_r - \Delta R_r \cos(2\theta_s) + pL_r
\end{bmatrix}
\begin{bmatrix}
    i_{rd} \\
    i_{rq}
\end{bmatrix}
\]  
(4.15)

In the previous system of equations \( R_s, L_s, L_r, L_m \), stand for the stator resistance, stator inductance, rotor inductance and mutual inductance between the stator and rotor windings, respectively. The Laplace operator \( p=d/dt \) has been used, so that it cannot be confused with the machine slip. In fact \( s \) stands for the rotor slip and \( \theta_s \) represents the slip angle:

\[
\theta_{sao} = \theta_s - \theta
\]  
(4.16)

Instead of the dq rotor resistances the following values have been used in (4.15):

\[
\overline{R}_r = R_r + \Delta R_r \quad \text{with} \quad \Delta R_r = \frac{R_r}{2}
\]  
(4.17)

The parameter \( \overline{R}_r \) represents the average value of the rotor resistances and its deviation respectively. All rotor quantities and parameters are referred to the stator.
The system initially presented in (4.15) should be object of a change of variables. The rotor currents should be replaced by the rotor flux components by using the flux equations of the machine which are identical to the ones found in a symmetrical machine:

\[ i_{rd} = \frac{1}{L_r}(\phi_{rd} - L_m i_{sd}) \]  
\[ i_{rq} = \frac{1}{L_r}(\phi_{rq} - L_m i_{sq}) \]  

After changing the variables and rearranging the terms, one obtains (4.20)

\[
\begin{bmatrix}
    v_{sd} \\
    v_{sq}
\end{bmatrix} = \begin{bmatrix}
    R_r + p\sigma L_s & -\omega_c a L_s & \frac{L_m}{L_r} \Delta R_s \sin(2\theta_{so}) & \frac{L_m}{L_r} \Delta R_s \cos(2\theta_{so}) & -\omega \frac{L_m}{L_r} \\
    \omega_c a L_s & R_r + p\sigma L_s & \frac{L_m}{L_r} \Delta R_s \cos(2\theta_{so}) & \frac{L_m}{L_r} \Delta R_s \sin(2\theta_{so}) & -s\omega \frac{L_m}{L_r} \\
    0 & 0 & \frac{L_m}{L_r} \Delta R_s \sin(2\theta_{so}) & \frac{L_m}{L_r} \Delta R_s \cos(2\theta_{so}) & \frac{L_m}{L_r}
\end{bmatrix} \begin{bmatrix}
    i_{sd} \\
    i_{sq} \\
    \phi_{rd} \\
    \phi_{rq}
\end{bmatrix}
\]  

(4.20)

In this system of equations, \( \sigma L_s = L_s - L_m^2 / L_r \) represents the stator transient inductance.

The system (4.20) needs to be object of a further analysis to extract useful information from it. Let us consider that the faulty motor is included in a DRFOC drive, where the \( d \)-axis of the controller axes follows instantly the position of the rotor flux space vector \( \vec{\phi} \) (perfect field orientation). Moreover, let us consider for now that the flux loop bandwidth is much higher than the 2sf frequency. In these conditions \( \phi_{sq} = 0, \phi_{rd} = \phi^* \), meaning that the modulus of the rotor flux will be maintained constant and equal to its reference value in spite of the presence of rotor faults.

Taking into account the aforementioned considerations and by performing a small-signal analysis to the third voltage equation found in (4.20) yields:

\[
\frac{L_m}{L_r} \left[ (R_r + \Delta R_s \cos(2\theta_{so})) i_{sd} + \Delta i_{sd} - \Delta R_s \sin(2\theta_{so}) (i_{sq} + \Delta i_{sq}) \right] = \frac{R_r + \Delta R_s \cos(2\theta_{so})}{L_r} \phi^*_r
\]

(4.21)

In (4.21) the \( dq \) components of the stator currents were replaced by the sum of the corresponding average values with the oscillating components at frequencies of 2sf (\( \Delta i_{sd} \) and \( \Delta i_{sq} \)). We can now expand both members of (4.21) and group the different terms into three groups: the first one depends solely on constant quantities, the second group contains only one quantity that varies at 2sf and the third one results from the collection of terms that have two quantities oscillating at 2sf. Due to the small magnitude of the terms included in this last category, they will be ignored in the analysis. This is a typical procedure when performing small signal analysis.

After some simplifications, and taking into consideration that even under faulty conditions the relationship:

\[ L_m \bar{i}_{sd} = \phi^*_r \]  

(4.22)
holds its validity, one obtains the final relationship:

$$\frac{\Delta i_{sd}}{i_{sq}} \equiv \frac{\Delta R_r}{R_r} = k$$  \hspace{1cm} (4.23)

Taking into account (4.13) and recalling the relation $\Delta R_r = R_f/2$ we can write:

$$\frac{\Delta R_r}{R_r} \approx \frac{n_F}{N_b}$$  \hspace{1cm} (4.24)

Considering that $R_r = R_r + \Delta R_r$ and that for a small number of broken bars $\Delta R_r$ is much smaller than $R_r$, $R_r$ can be replaced by $R_r$ in (4.23), thus obtaining the relationship:

$$n_F \approx \frac{\Delta i_{sd}}{i_{sq}} N_b$$  \hspace{1cm} (4.25)

Equation (4.25) underestimates slightly the extension of the fault for the case of several broken bars. In view of this, it is preferable to use the following relation in order to consider also the increasing of the equivalent rotor phase resistance:

$$n_F \approx \frac{k}{1 - k/2} N_b$$  \hspace{1cm} (4.26)

with $k$ given by (4.23).

These relationships show that, in a DRFOC drive where the flux modulus is maintained constant by the flux control loop, the detection and quantification of a rotor fault can be done simply by measuring the amplitude of the oscillations at $2sf$ in the magnetizing current component $i_{sd}$ and dividing this value by the average value of the torque-producing current component. Although (4.25) was obtained considering a number of assumptions and approximations, the simulation and experimental results presented later on demonstrate its validity.

### 4.3.3. Model based technique: the Virtual Current Technique (VCT).

#### 4.3.3.1. Theoretical aspects.

The results presented in the previous section demonstrate that it is relatively simple to detect and quantify a rotor fault in a DRFOC drive with an infinite bandwidth in the flux control loop. The problem is that in a real system the flux loop bandwidth is usually small, in the range of a few Hertz for low-voltage low-power motors of even less than 1 Hz for high power drives. As a consequence of that, the oscillations that would be found solely on $i_{sd}$ in the ideal system are now partly shifted to the rotor flux, with special emphasis on the $d$-axis component $\varphi_{rd}$.

The main idea underlying the development of the diagnostic technique presented in this work, the so called Virtual Current Technique (VCT), is that by measuring the amplitude of the oscillations present in $\varphi_{rd}$ and having a knowledge of the controller and some motor parameters (see Fig. 4.3), namely the magnetizing inductance $L_m$ and rotor time constant $\tau_r$, we can reconstruct the oscillation that would appear in $i_{sd}$ if the flux control loop bandwidth was infinite. The oscillation is represented in Fig. 4.3 by the virtual current $\Delta i_{sdf}$.
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The advantages of reducing the real system to this ideal case are that the effects of the fault will appear concentrated in this virtual current rather than spread between field current and rotor flux. This makes the diagnostic process quite independent of the working conditions of the motor, namely the flux level, load level, tuning of the controllers, etc., and allows at the same time a proper quantification of the extension of the fault.

To analyze the block diagram shown in Fig. 4.3 from the mathematical point of view, let us assume that the transfer functions of the controller \( R_f(s) \) and system \( G_f(s) \) (motor) are given by equations (3.76) and (3.85) here reported for the sake of simplicity:

\[
R_f(s) = K_{pf} + \frac{K_{if}}{s} \quad (4.27)
\]

\[
G_f(s) = \frac{L_m}{1+s\tau_r} \quad (4.28)
\]

By choosing the PI controller parameters so that the zero of the controller cancels the pole of the system it is possible to impose a prefixed value of the closed loop transfer function bandwidth \( B_{pf} \) expressed in Hz, as shown in the last paragraph of the previous chapter. The value of these parameters are those reported in (3.88) and (3.89) for \( K_{pf} \) and \( K_{if} \) respectively.

Now taking into account that for the 2sf frequency the transfer function for the current loop \( G_c(s) \) is close to unity, due to its much higher bandwidth, then the closed-loop flux transfer function is given by (3.87):

\[
F_f(s) = \frac{R_f(s)G_f(s)}{1+R_f(s)G_f(s)} = \frac{1}{1+\frac{s}{2\pi B_{pf}}} \quad (4.29)
\]

Looking at Fig. 4.3, we can now write the following equation:

\[
\phi_{rd} + \Delta \phi_{rd} = \frac{R_f(s)G_f(s)}{1+R_f(s)G_f(s)} \left( \phi_{rd}^* - \Delta \phi_{rdf} \right) \quad (4.30)
\]
Substituting (4.29) into (4.30) yields:

$$\varphi_{rd} + \Delta \varphi_{rdh} = \frac{1}{1 + \frac{s}{2\pi B_{pf}}} (\varphi^* - \Delta \varphi_{rdf})$$  

(4.31)

If the flux loop bandwidth tends to infinite ($B_{pf} \to \infty$), then (4.31) reduces to:

$$\varphi^* = \varphi_{rd} + \Delta \varphi_{rdh} + \Delta \varphi_{rdf} = \text{flux loop output}$$  

(4.32)

This demonstrates that the modulus of the rotor flux will follow its reference value even if the motor has rotor faults, thus justifying the assumption made previously. This also shows that if the flux loop bandwidth is infinite, the flux components $\Delta \varphi_{rdh}$ and $\Delta \varphi_{rdf}$ would have identical amplitudes and would be in phase opposition. Hence, the oscillations present in $\Delta i_{sdf}$ have an amplitude identical to the ones that exist in $i_{sd}$ (to produce $\Delta \varphi_{rdh}$). This constitutes a mathematical proof that the input of the virtual system shown in Fig. 4.3 corresponds to the oscillations present in $i_{sd}$ if the flux loop bandwidth was infinite.

The implementation of the Virtual Current Technique relies on the knowledge of the parameters of the flux control loop of the drive, including its PI controller, the transfer function of the current control loop $G_c(s)$ that, if the bandwidth of this control loop is high enough, can be considered equal to unit, and the transfer function of the motor block which relates the magnetizing current component with the $d$-axis rotor flux component. In this way, the fault is modeled as a virtual magnetizing current $\Delta i_{sdf}$, whose oscillations at $2sf$ will create a virtual rotor flux component $\Delta \varphi_{rdf}$. This virtual rotor flux component will act as a disturbance in the flux control loop and will be superimposed to the component $\Delta \varphi_{rdh}$. The sum of these two components is the actual rotor flux oscillations that can be estimated with the aid of the rotor flux estimator already present in the control system of the drive.

From the physical point of view, the rotor flux component $\Delta \varphi_{rdh}$ can be regarded as the effect on the rotor flux due to the actions taken by the flux control loop in a healthy system subjected to the same flux oscillations found in the faulty system.

4.3.3.2. Implementation details.

The diagnostic process starts with the measurement of the amplitude of the rotor flux oscillations $\Delta \varphi_{rd}$. With this information and with the knowledge of the frequency response (gain and phase shift) of the blocks containing the flux controller, current control loop and magnetizing block, measured at the frequency $2sf$, one obtains the amplitude and phase shift of $\Delta \varphi_{rdh}$. The subtraction of this component from $\Delta \varphi_{rd}$ and the product of the obtained result by the inverse gain of the magnetizing block leads to $\Delta i_{sdf}$ (Fig. 4.4). The ratio between $\Delta i_{sdf}$ and the average value of $i^*_{sq}$ gives the degree of asymmetry of the motor or the number of broken bars, if the total number of rotor bars is known.

It should be noted that if the bandwidth of the flux control loop is high enough, the oscillations on the rotor flux become very small and it is preferable to measure directly the oscillations in $i_{ds}$ rather than in the rotor flux. This allows the direct application of (4.23) and (4.25) without the need to perform the calculations mentioned in the previous sub-paragraph. The choice of the most adequate signal to measure the oscillations will depend on several factors, namely the relation between the bandwidth of the flux control loop and the frequency $2sf$ at which the motor is running. However, in general, the signal of the rotor flux is less noisy than the current signals. Hence the former should be used whenever possible. Finally it is important to mention that, independently of
the signal chosen, it should be filtered before attempting to perform any measurements in order to remove the noise and useless high frequency harmonics.

4.4. Rotor Modulating Signals Signature Analysis

4.4.1. Introduction

This technique has been thought for Doubly Fed Induction Machine (DFIM) based drives, where rotor variables are accessible and where the machine flux is imposed by the grid without an external flux loop for its control.

In wind generator turbines, the Doubly-Fed Induction Machine (DFIM) operating in Variable-Speed Constant Frequency (VSCF) mode is widely used mainly because of lower rating of the power converter connected to the rotor side [37]. Moreover, as discussed in the previous chapter, this generation system allows the decoupled control of active and reactive power that can be performed by means of a simple stator flux oriented control. This vector control based strategy is implemented by regulating the rotor currents by a back-to-back converter connected between the mains and the rotor [38]-[39]. In this power generation system, it is interesting to detect incipient faults as soon as possible in order to minimize maintenance cost and to prevent unscheduled downtimes by using advanced on-line diagnostic techniques for electrical and mechanical faults. In fact, in distributed generation predictive maintenance has become an unavoidable tool in order to improve the gain in energy market.

Many diagnostic systems have been presented for wind turbines using DFIM [93]-[95]. Moreover, several diagnostic techniques can be found in literature for stator and rotor faults using the well-known current signature analysis (CSA) and more recently the flux signature analysis (FSA) [96], [97], [24], [25], [27]. However, with reference to closed-loop induction machine drives with a digital control system, as the control itself affects the behaviour of external variables, new diagnostic procedures must be adopted to perform the machine monitoring.

Simulations and experimental results will show that the analysis of rotor modulating PWM signals yields a higher sensitivity with respect to the current signature analysis performed directly on three phase stator or rotor currents for the considered closed loop DFIM based drive.

4.4.1. Fault frequency tracking

Let’s consider the faulty DFIM in open loop operations. In a balanced and healthy grid connected machine, both stator and rotor currents are balanced and the related \( \text{mmf} \) generates the
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Fig. 4.4 Demonstration on how the virtual flux component \( \Delta \varphi_{rdf} \) is calculated.
direct rotating magnetic field only. Being $f$ the stator frequency and $s$ the rotor slip, only frequencies $f$ and $sf$ exist in the stator and in the rotor, respectively.

The presence of a fault in the rotor winding leads to unbalanced rotor currents, which generate a reverse rotating magnetic field, related to an inverse current sequence component at frequency $-sf$. This inverse sequence is reflected on the stator side producing the frequency $(1-2s)f$. These frequency components generate electromagnetic and mechanical interactions between stator and rotor giving rise to the frequency propagation already presented in the first chapter.

Thus as far as rotor asymmetries are concerned, if the machine is supplied at a constant frequency ($f = 50$ Hz) and the speed ripple effect is considered [25], the following chains of harmonics, including the fundamental, will be present in stator and rotor variables respectively [98]:

\[
f_{kst} = (1 \pm 2ks)f
\]

\[
f_{krr} = \pm(1 + 2k)sf
\]

with $k=0,1,2\ldots$

In the same way the presence of a fault in the stator winding leads to unbalanced stator currents, which generate a reverse rotating magnetic field, related to an inverse current sequence component at frequency $-f$. This inverse sequence, reflected on the rotor side, produces the frequency $(s-2)f$ on rotor quantities. These frequency components generate electromagnetic and mechanical interactions between stator and rotor at frequency $2f$ leading in turn to the frequencies propagation represented in Fig. 4.5. Thus the reflection of harmonics due to a stator fault can be summarized as follows:

- the first harmonic component in the spectrum of the rotor current is $(s-2)f$
- the rotor frequency $(s-2)f$ yields to a torque and then to a speed oscillation at frequency $2f$
- the speed oscillation causes both a reaction current at frequency $(s-2)f$ in the rotor and a new component at frequency $(s+2)f$
- the rotor current frequency $(s+2)f$ interacts with the arising torque and speed oscillation at frequency $2f$ and induces a stator emf at frequency $3f$ giving rise to new stator current harmonics at the frequencies $\pm 3f$.
- These latter harmonics induce a reaction on rotor parts and generate a new frequency component at $(4-s)f$ on the rotor side, and so on...

As a consequence of this interaction process, the rotor current spectrum shows a series of harmonic components, due to a stator asymmetry, at the following frequencies:

\[
f_{kar} = (s \pm 2k)f
\]

\[Fig. 4.5 \text{ Frequency propagation for a stator fault.}\]
whereas stator currents will present the following chain of frequencies:

\[ f_{k_{so}} = \pm (1 + 2k)f \]

with \( k = 0, 1, 2 \ldots \)

This discussion shows that a rotor or a stator dissymmetry is directly reflected on the current spectra of both stator and rotor currents.

The diagnosis method using current signature analysis are based on monitoring particular stator or rotor current frequencies related to stator or rotor faults. In particular, for a rotor fault, the most relevant frequencies are \((1-2s)f\) in the stator currents and \(-sf\) in the rotor currents (i.e. the first order fault harmonics coming from (4.33) and (4.34) respectively). In the case of stator fault the most relevant frequencies are \(-f\) in the stator currents and \((s-2)f\) in the rotor currents (i.e. the first order fault harmonics coming from (4.36) and (4.35) respectively).

As far as closed loop operations are concerned, the rotor current control loops will try to follow sinusoidal and balanced current references by applying unbalanced rotor voltages. Consequently, the typical rotor and stator current fault harmonic components might become less visible due to the compensating action of the control system. On the contrary, these fault harmonic components remain clearly observable in the rotor modulating signals, allowing the rotor modulating signals to be considered as new effective diagnostic index for the detection of stator and rotor asymmetries in DFIMs.

Therefore according to (4.35) a stator fault is expected to produce a relevant harmonic in the rotor modulating signals space vector at the frequency:

\[ f_{srv} = (s - 2)f \]

This frequency corresponds to a positive harmonic component at frequency \((2-s)f\) for each rotor modulating signal, where \(f\) is the stator voltage frequency coming from the grid.

On the other hand according to (4.34) a rotor fault is expected to produce a negative sequence harmonic component in the spectrum of the rotor modulating signals at the frequency:

\[ f_{rrv} = -sf \]

The presence of an inverse sequence component in the rotor modulating signals can be detected by applying the FFT to their space vector representation.

### 4.4.2. Closed loop bandwidth impact

As proven in the previous paragraph with reference to squirrel cage induction motors, currents signature keeps its sensitivity to rotor faults only if the bandwidth of the external flux loop is high enough in respect to the fault frequencies. Here reference is made to a drive in which the flux is imposed by the grid connected to the stator and where rotor currents are imposed by two internal current loops. Thus if closed loop operations of the drive are considered, the rotor current regulators will try to impose sinusoidal and balanced currents in the rotor windings even in case of faulty machine. As a consequence if the motor is not symmetric, the control system generates unbalanced rotor voltages and so unbalanced rotor modulating PWM signals in order to balance the currents. These signals will contain new fault spectral components which can be easily detected by frequency analysis. This frequency analysis can be considered as an improvement of the diagnostic techniques already developed for squirrel-cage three-phase induction machine directly connected to the grid [94], [24], [25], [27].
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On the basis of the previous considerations, rotor voltages can be assumed as the most sensitive variable to DFIM phase unbalances when current closed loop operations are considered regardless the type of current regulators (PI regulators, hysteresis regulators, sliding mode regulators, etc.) employed and if an ideal current loop (with infinite bandwidth) is considered Fig. 4.6.

However the bandwidth of current regulators could affect this technique, especially if its value is very low. For this reason the sensitivity of this diagnostic procedure has been investigated in respect to bandwidth variations for both stator and rotor asymmetries considering PI regulators.

Therefore the design of the current controllers has been performed in order to reduce the closed loop system to a first order system with a prefixed bandwidth assuming a perfect coupling terms compensation. Then the sensitivity of the diagnostic method have been studied in respect to this bandwidth variation. Under the above assumption the rotor voltage equations (3.29) and (3.30) are reduced to:

\[ v_{rd} = R_r i_{rd} + \sigma L_r \frac{di_{rd}}{dt} \]  \hspace{1cm}  (4.39)

\[ v_{rq} = R_r i_{rq} + \sigma L_r \frac{di_{rq}}{dt} \]  \hspace{1cm}  (4.40)

Considering the transfer function (3.76) for the PI regulator, then the whole current closed loop transfer function can be represented as:

![Diagram](image)

**Fig. 4.6** Block-scheme representation of the DFIM control system.
\[ G_{rc}(s) = \frac{1}{1 + \frac{s}{2\pi B_{pi}}} \]  

(4.41)

where \( B_{pi} \) is the closed loop bandwidth and the proportional and integral gains of the controller are:

\[ K_{pc} = 2\pi B_{pi} \sigma L_r \]  

(4.42)

\[ K_{ic} = 2\pi B_{pi} R_r \]  

(4.43)

In case of unbalanced stator or rotor windings the rotor current loops try to follow sinusoidal and balanced currents references by applying unbalanced rotor voltages in a way dependent on (4.42) and (4.43). So the typical fault frequencies usually present in the currents, due to stator and rotor asymmetries will be damped by the action of the control system and they will be transferred to rotor voltages in a way dependent on the closed loop bandwidth \( B_{pi} \).
Chapter 5

Simulation Results

5.1. Introduction

All the control schemes described in Chapter 3 has been implemented in Matlab Simulink®. The choice of this environment was made due to its simplicity and because the power converters and more in general the whole power system, used in the experimental setup is controlled by a dSpace® DS 1103 board which is fully programmable from the Simulink® block diagram environment. Part of the control schemes used for the simulations can be reused in the dSPACE environment by the C-code production generator (RTW), to be compiled and downloaded to dSPACE board.

Moreover Simulink offers an embedded set of tools (SimPowerSystems) for the simulation of electrical systems. Unfortunately, although they are enough accurate for the simulation of the converter circuits, they do not provide sufficiently detailed electrical machine models, for our investigation.

To overcome this limitation the S-Function block of Simulink was employed. This block was born specifically to implement continuous and discrete systems in the input-state-output form. Hence, Matlab user can employ S-Functions to describe systems which are not present in Simulink library writing them in M-code. The simplicity of M-code and S-Function structure allows the user to make up the simulation easily and quickly.

In our case the S-function block has been used to implement the set of differential equations deriving from the developed machine models in order to exploit the MATLAB® variable step ODE (Ordinary Differential Equations) solvers. This set of differential equations has to be expressed in the input-state-output form as shown in chapter 2.

Finally to realize simulations as close as possible to the real system, Simulink offers the opportunity to simulate hybrid systems, i.e. continuous time systems (the machine) and discrete time systems (the digital control). This can be done by employing specific triggered or function call blocks, whose execution is performed at fixed and discrete time steps and can be eventually managed by a state machine of higher level.
5.2. Demodulation Technique Simulation Results

5.2.1. Railway traction drive.

Several research was made to model rotor asymmetries in order to predict accurately the behavior of the machine under faulty conditions, [47], [62], [63]. Here the proposed procedure was validated with the mesh machine model presented in chapter 2. Rotor faults, i.e. broken bars, have been modeled by simply increasing the resistance of one squirrel cage rotor bar, leading the current flowing in it practically to zero.

For the simulation of the railway traction drive, a significant portion of the control system used in the simulation model was provided by the manufacturer of the traction drive. The most relevant parts of the control scheme, namely the vector control mode and the scalar control mode, managed by the state machine presented in Fig. 3.10, with the transitions between them, have been implemented. Moreover the model takes into account also the transitions between the different modulation strategies, the compensation of the inverter dead times and other features that make the simulation results here presented very close to the real digital control system behaviour employed in a railway traction drive.

For the simulation of the DC bus and of the power converter the SimPowerStystems blocks were used and coupled with the S-function block containing the code related to the squirrel cage induction machine model presented in Chapter 2.

Data and parameters of the simulated motor were provided by the traction drive manufacturer. A part of them together with nameplate data are reported in Table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>kW</td>
<td>400</td>
</tr>
<tr>
<td>Rated stator voltage</td>
<td>V</td>
<td>1400</td>
</tr>
<tr>
<td>Nominal stator current</td>
<td>A</td>
<td>185</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>Hz</td>
<td>66</td>
</tr>
<tr>
<td>Stator phase resistance</td>
<td>Ω</td>
<td>0.04</td>
</tr>
<tr>
<td>Rotor phase resistance</td>
<td>Ω</td>
<td>0.065</td>
</tr>
<tr>
<td>Stator leakage inductance</td>
<td>mH</td>
<td>0.598</td>
</tr>
<tr>
<td>Rotor leakage inductance</td>
<td>mH</td>
<td>0.327</td>
</tr>
<tr>
<td>Magnetizing inductance</td>
<td>mH</td>
<td>21.63</td>
</tr>
<tr>
<td>Inertia</td>
<td>kgm²</td>
<td>5.63</td>
</tr>
<tr>
<td>Pole pairs</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Number of rotor bars</td>
<td></td>
<td>38</td>
</tr>
</tbody>
</table>

Table 5.1 400 kW induction motor parameters used for the traction drive simulation.

First of all the impact of the control system on the stator currents was investigated in steady state conditions. This tests were performed in order to evaluate the sensitivity of the stator currents to rotor faults and to evaluate if their spectrum or the spectrum of their space vector could be assumed as a reliable diagnostic index. To do so, simulations were firstly performed with the motor operating in steady state conditions. In Fig. 5.1 the stator currents for the motor operating at a constant speed, corresponding to the speed of 100 km/h for the whole train, and at 20% of the nominal torque are shown. This figure refers to the motor running with 2 broken bar. An FFT of the space vector coming from these current signals, computed as in (4.4) and referred to the its maximum value is presented in Fig. 5.2. The FFT clearly shows the presence of the fault side band harmonics whose amplitude can be monitored to allow an effective rotor fault detection. In our analysis only the two
first sideband harmonics have been taken into account, i.e. \((1\pm2sf)\), for the computation of a reliable diagnostic index. Subsequent harmonics, due to the rotor fault frequency propagation mechanism have been neglected (namely the \((1\pm4sf)\) harmonic components).

Once the stator currents revealed to be enough sensitive to rotor faults, motor transient operations have been simulated and studied in order to verify the effectiveness of the proposed demodulation technique.

Fig. 5.1 Simulation results for the faulty 400 kW induction motor traction drive in steady state conditions for a train speed of 100 km/h at 20% of the nominal Torque with 2 broken bars (stator currents).

Fig. 5.2 Simulation results for the 400 kW induction motor traction drive in steady state conditions for a train speed of 100 km/h at 20% of the nominal Torque with 2 broken bars (stator currents space vector FFT).
In the following figures reference is made to an acceleration transient starting with a train speed of 50 km/h, realized with a ramp in the throttle command until its maximum, reaching about 90 km/h. At the beginning of the transient the torque reference increases with the maximum slope constrained by the control system, then after about 3 seconds the torque reference is limited as the maximum available torque is reached including overload. In the constant torque mode the motor can be overloaded up to twice the rated torque. Afterwards, the torque limit given by the allowed overload decreases with the speed, because of back-emf that reduces the available voltage.

The waveform of the torque during this transient is reported in Fig. 5.3 for the healthy motor and the corresponding motor speed in Fig. 5.4. At low speeds an indirect field-oriented control system is adopted, thus the simulated speed transient was chosen to avoid this case, since the direct field oriented control structure it is used for a wider speed range.

The corresponding torque current component $i_{qs}$ and its reference value $i_{qs}^*$ are shown in Fig. 5.5, whereas the field current component $i_{ds}$ and its reference value $i_{ds}^*$, corresponding to the reference flux law expressed in (3.65), are shown in Fig. 5.6.
The same acceleration transient has been simulated for the motor running with two broken bars. The waveforms of the torque, of the q-axis and of the d-axis stator current components during the above described transient are presented in Fig. 5.7, Fig. 5.8 and Fig. 5.9 respectively. An oscillation at frequency $2sf$ (where $f$ is the supply frequency and $s$ is the slip) is clearly visible on the currents in the synchronous reference frame. This oscillation is the effect of the rotor asymmetry caused by the two simulated broken bars and corresponds to the two sideband fault harmonics on the stator currents in the stator reference frame.

Fig. 5.10 and Fig. 5.11 show the stator current time-domain waveforms for the induction motor traction drive in healthy and faulty conditions respectively, during the above described transient. Afterwards their FFT are presented in Fig. 5.12 and Fig. 5.13 respectively. The spectra show that no signature analysis is possible for such cases, because of the large spreading of frequency and speed. Hence the sideband components related to the faults are spread in a wide frequency range.
Fig. 5.10 Simulation results for the healthy 400 kW induction motor traction drive. Stator current waveforms during the considered acceleration transient.

Fig. 5.11 Simulation results for the faulty 400 kW induction motor traction drive. Stator current waveforms during the considered acceleration transient with two broken bars.

Fig. 5.12 Simulation results for the healthy 400 kW induction motor traction drive. Spectrum of a phase current for the considered acceleration transient.

Fig. 5.13 Simulation results for the healthy 400 kW induction motor traction drive. Spectrum of a phase current for the considered acceleration transient with two broken bars.

Fig. 5.14 and Fig. 5.15 show the spectrum of a phase current during the same transient after the demodulation process detailed in the previous chapter for the faulty and healthy machine respectively with $\omega_d = 2\pi 300$ rad/s. The proposed procedure allows to state accurately the left sideband component (i.e. $(1-2s)f$ ) related to the fault which is shifted to the desired prefixed frequency according to (4.6) and (4.7). The same procedure can be effectively applied also to the right side band (i.e. $(1+2s)f$ ) according to (4.9) and (4.10), but is not presented here for the sake of brevity.

It is noteworthy to mention that this procedure is perfectly suited to a closed-loop system with low slip variations. In fact with the adopted closed loop system speed and frequency vary in the same way (Fig. 5.4), so that shifting the left sideband results in transferring in a single line the fundamental and the sideband components. On the other hand in case of an open loop control, the fundamental component is almost constant, while the slip changes remarkably. Hence the demodulating process would spread the fundamental component making the procedure less effective.
The proposed procedure may fail during torque inversions since the slip varies from positive to negative values causing a wide spreading of the fundamental component in the spectrum, that can cover the two sideband harmonics.

Fig. 5.16 shows the spectrum deriving from the demodulation procedure applied to the stator current space vector for both healthy and faulty machines during the same acceleration transient. Also in this case the left side band is effectively isolated and shifted at the prefixed desired frequency $\omega_d = 0$. The possibility to discriminate between the healthy and the faulty machine is clearly evident.

The computation of the diagnostic index presented in (4.12) leads to a value of $f_i = 10.27$ in case of two broken bars, whereas $f_i = 0.00617$ for the healthy machine. To prove the reliability of these numbers obtained in time varying conditions, several steady state simulations have been performed.
both in healthy and faulty conditions, with different load levels and with constant and variable reference flux law (see equation (3.65)). An extract of the obtained results are represented in Fig. 5.17 and Fig. 5.18. More in detail the former represents the diagnostic index (4.12) computed for four different load levels with the variable reference flux law expressed in (3.65), whereas the latter shows the same diagnostic index again for four different load levels but with constant reference flux. The diagnostic index value retrieved in time varying conditions is definitely in line with those obtained in steady state conditions, thus proving the effectiveness of the proposed demodulation technique for rotor fault detection.

It’s worth noting that with a constant reference flux the index shown in Fig. 5.18 has a slight variation in respect with the load level. This is mainly due to the bandwidth of the flux and current loops whose value is of the same order of the $2sf$ frequency oscillations affecting the machine variables in the synchronous reference frame.

### 5.2.2. Scaled laboratory prototype.

Other simulations have been made on a scaled machine model in order to verify the agreement between simulations and experiments with a scaled laboratory prototype. A 7.5 kW, 2 pole pairs induction machine have been modeled and its parameters are shown in Table 2.1. The control architecture employed for this purpose consists in a “classical” rotor flux direct Field-Oriented control scheme, very close to the one really implemented on a train for a wide range of speeds. The most important features of the actual control algorithm and especially those that could affect the developed diagnostic procedures have been implemented trying to reproduce the transient behaviour of the real traction drive. In this case the rotor fault is one broken bar that was modeled by increasing the resistance of one squirrel cage rotor bar leading the current flowing in it practically to zero. Fig. 5.19 shows the rotor bar currents unbalance due to one broken bar for the 7.5 kW motor in steady state conditions running at 1440 rpm and delivering 50% of the nominal torque.

As far as time varying conditions are concerned, simulations have been made analyzing an acceleration transient starting with an electrical speed of 125 rad/s up to 225 rad/s with a ramp in the torque command whose duration is of about 3 seconds. This choice was made to mimic the torque transient of the railway system before the torque limitation (see Fig. 5.7). The corresponding waveforms of stator frequency, motor speed and torque are reported in Fig. 5.20 and Fig. 5.21 respectively.
Fig. 5.22 shows the time domain waveform of the stator currents for the same transient and for the motor running with one broken bar. Then the spectrum of their space vector in the same transient conditions for the healthy and faulty machine respectively is shown in Fig. 5.23. As before, the spectra show that no signature analysis is possible for such cases, because of the large spreading of frequency and speed. Hence the sideband components related to the faults are spread over a wide frequency range.

Fig. 5.24 shows the spectrum of the stator current space vector during the same transient after the demodulation process detailed in the previous chapter according to (4.6) and (4.7) for the faulty and healthy machine respectively with $\omega_d = 0$ rad/s. Once again the proposed procedure allows to state accurately the left sideband components related to the rotor fault which is shifted to the desired prefixed zero frequency.
For the above described transient, the diagnostic fault index $f_i$ computed as in (4.12) is equal to 3.978 and 0.003 for the faulty and healthy case respectively. In Fig. 5.25 the computation of the same index is reported for different values of load torque and speed in steady-state conditions. This chart confirms that the proposed diagnostic index is quite robust versus load torque and speed variations, whereas simulations in transient conditions prove that the index is quite sensitive to rotor faults in time-varying conditions, as proven for the case of the railway traction drive.

Eventually simulations with incorrect motor parameters were made for the faulty machine in order to confirm the low sensitivity to parameters variations of the proposed procedure. Fig. 5.26 and 5.27 show that the effect of parameters detuning on the demodulation process is small. The component at zero frequency is almost unaffected by the changes. Specifically the stator resistance and the stator transient leakage inductance were modified by a factor of two. These are the most

![Fig. 5.22](image1.png) Simulation results for the faulty 7.5 kW induction motor. Stator current waveforms during the considered acceleration transient with one broken bar.

![Fig. 5.23](image2.png) Simulation results for the 7.5 kW machine. Spectrum of the stator current space vector in healthy (light gray solid line) and faulty (solid line) conditions.

![Fig. 5.24](image3.png) Simulation results for the 7.5 kW machine. Spectrum of the demodulated current $i_{dem}$ in healthy (light gray solid line) and faulty (solid line) conditions in the range [-5 Hz, 10 Hz] with $\omega_d = 0$. 

For the above described transient, the diagnostic fault index $f_i$ computed as in (4.12) is equal to 3.978 and 0.003 for the faulty and healthy case respectively. In Fig. 5.25 the computation of the same index is reported for different values of load torque and speed in steady-state conditions. This chart confirms that the proposed diagnostic index is quite robust versus load torque and speed variations, whereas simulations in transient conditions prove that the index is quite sensitive to rotor faults in time-varying conditions, as proven for the case of the railway traction drive.

Eventually simulations with incorrect motor parameters were made for the faulty machine in order to confirm the low sensitivity to parameters variations of the proposed procedure. Fig. 5.26 and 5.27 show that the effect of parameters detuning on the demodulation process is small. The component at zero frequency is almost unaffected by the changes. Specifically the stator resistance and the stator transient leakage inductance were modified by a factor of two. These are the most
relevant parameters for the rotor flux estimation. Larger errors in the motor parameters would prevent the correct operation of the control system of the train making it unstable. Hence for the purpose of rotor fault detection it can be assumed with no restrictions that this tolerance for the motor parameters is satisfying.

**Fig. 5.25** Simulation results for the 7.5 kW machine. Fault index $f_i$ as a function of load torque and speed at faulty (top) and healthy (bottom) conditions.

**Fig. 5.26** Simulation results for the 7.5 kW machine. Spectrum of the demodulated current $i_{dem}$ for the faulty machine with the actual value of $R_s$ (solid line), $R_s/2$ (dashed line), $R_s \times 2$ (dash-dot line) the range [-5 Hz, 15 Hz] with $\omega_d = 0$.

**Fig. 5.27** Simulation results for the 7.5 kW machine. Spectrum of the demodulated current $i_{dem}$ for the faulty machine with the actual value of $\sigma L_s$ (solid line), $\sigma L_s/2$ (dashed line), $\sigma L_s \times 2$ (dash-dot line) the range [-5 Hz, 15 Hz] with $\omega_d = 0$. 
5.3. Virtual Current Technique Simulation Results.

5.3.1. Introduction

In order to validate the applicability of the proposed diagnostic technique, several simulation studies were conducted using different implementations of a DRFOC drive. The first drive simulated corresponds to the classical structure of a DRFOC induction motor drive. A discrete simulation model was implemented, including a mathematical model of an induction motor with the rotor modeled according to the usual mesh model. The Winding Function Theory was used to calculate the inductances of the motor windings, hence guaranteeing that all space harmonics are taken into account [89], [90]. The drive model is complemented with a three-phase voltage-source inverter and the corresponding control system, so that the whole system resembles a fully-digital DRFOC drive. The rotor flux estimator used in the control system is typical and is based on the voltage model of the motor.

The VCT is the result of a cooperation with the Coimbra University and the simulation model briefly described here has been entirely developed by Professor Sérgio Cruz. The main differences between this implementation scheme and the one described in Chapter 3 consists mainly in the absence of the Phase Locked Loop (PLL) used for tracking the position of the rotor flux space-phasor and in the constant reference flux law. In fact in the railway traction drive control scheme the reference flux level is proportional to the square root of the required torque (3.65) allowing to maintain the slip frequency quite constant for all load conditions of the machine.

Although the Virtual Current Technique was primarily developed for a classical DRFOC drive, it was subsequently tested on the railway traction drive in order to prove its capability to detect and quantify rotor faults for this particular application.

5.3.2. Classical DRFOC drive

The motor used in simulation tests, for the classical DRFOC drive implementation is a 15 kW, 690 V, 50 Hz, 4-pole induction motor with 28 rotor bars. Its parameters, as used by the control system, are as follows: \( L_s = 0.2453 \text{H}, \quad L_m = 0.2369 \text{H}, \quad L_r = 0.2453 \text{H}, \quad \tau_r = 0.2783 \text{s} \). The rotor reference flux was set to the constant value of 1.62 Wb.

The following tables show the results obtained by the application of the previously described technique in different operating conditions. The values reported from left to right are:

- The registered rotor flux oscillation due to the rotor fault.
- The virtual rotor flux component acting as a disturbance in the flux loop computed relying on the knowledge of the parameters of the control loop of the drive, including its PI controller, the transfer function of the current control loop \( G_c \) that, if the bandwidth of this control loop is high enough, can be considered equal to unit, and the transfer function of the motor block that relates the magnetizing current component with the \( d \)-axis rotor flux component (see Fig. 4.3) at two times the slip frequency.
- The virtual current component obtained by the product of the virtual rotor flux component by the inverse gain of the magnetizing block.
- The mean value of the torque producing current component (i.e. the \( q \)-axis current component).
- The number of broken bar calculated according to (4.25).
The results presented in Table 5.2 show that the VCT exhibits a small tendency to underestimate the extension of the fault. However, this is perfectly acceptable as the quantification process relies on the use of (4.13) and this relation has the same effect on the quantification of rotor faults even in line connected induction motors. Nevertheless, this fact does not constitute a major problem, as it is perfectly possible to discriminate a healthy motor from a faulty one by establishing an adequate threshold level for the number of broken bars above which we may consider that we are in the presence of a rotor fault.

Table 5.2 Diagnosis of rotor faults in a classical DRFOC drive using the VCT. (Flux loop bandwidth $B_{pf}=10$ Hz, 75% load, 1450 rpm).

<table>
<thead>
<tr>
<th>Number of broken bars</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2\Delta \varphi_{rd}$ (Wb)</td>
</tr>
<tr>
<td>1</td>
<td>0.0116</td>
</tr>
<tr>
<td>2</td>
<td>0.0267</td>
</tr>
</tbody>
</table>

Table 5.3 Influence of the motor load level on the diagnosis of rotor faults in a classical DRFOC drive using the VCT. (2 broken bars flux loop bandwidth $B_{pf}=10$ Hz, 1450 rpm).

<table>
<thead>
<tr>
<th>Load torque (% rated torque)</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2\Delta \varphi_{rd}$ (Wb)</td>
</tr>
<tr>
<td>25</td>
<td>0.0264</td>
</tr>
<tr>
<td>75</td>
<td>0.0267</td>
</tr>
</tbody>
</table>

Table 5.4 Influence of the reference speed of the classical DRFOC drive on the diagnosis of rotor faults using the VCT (2 broken bars, flux loop bandwidth $B_{pf}=10$ Hz, 75% load).

<table>
<thead>
<tr>
<th>Reference speed (rpm)</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2\Delta \varphi_{rd}$ (Wb)</td>
</tr>
<tr>
<td>500</td>
<td>0.0272</td>
</tr>
<tr>
<td>1450</td>
<td>0.0267</td>
</tr>
</tbody>
</table>

Table 5.5 Influence of the flux loop bandwidth on the diagnosis of rotor faults in a classical DRFOC drive using VCT (2 broken bars, 75% load, 1450 rpm).

The results presented in Table 5.2 show that the VCT exhibits a small tendency to underestimate the extension of the fault. However, this is perfectly acceptable as the quantification process relies on the use of (4.13) and this relation has the same effect on the quantification of rotor faults even in line connected induction motors. Nevertheless, this fact does not constitute a major problem, as it is perfectly possible to discriminate a healthy motor from a faulty one by establishing an adequate threshold level for the number of broken bars above which we may consider that we are in the presence of a rotor fault.

The results shown in Table 5.3 illustrate the fact that the variation of the load level of the machine has little effect on the quantification of the fault, as desirable. In addition, Table 5.4 demonstrates that the reference speed of the drive does not affect significantly the results provided
by the VCT, thus guaranteeing the independence of the diagnostic process with regard to the operating speed of the motor.

Furthermore, the results presented in Table 5.5 prove that although the amplitude of the oscillations present in the d-axis component of the rotor flux are strongly dependent on the flux loop bandwidth, the amplitude of the oscillations found in the virtual current \( \Delta i_{df} \) remains practically constant, thus validating the basic idea underlying the development of the VCT. It should be noted that the results documented in Table 5.5 were obtained with the drive running in such conditions that \( 2sf = 2.7 \) Hz.

The independence of the results given by the VCT with regard to the operating conditions of the drive demonstrates that the VCT is a diagnostic tool that makes the diagnosis of rotor faults in DRFOC drives as easy as in the case of a line connected motor.

### 5.3.3. Railway traction drive

Although the Virtual Current Technique was primarily developed to be applied in a classical DRFOC drive, its capability to detect and quantify rotor faults was tested also on the railway traction drive described in Chapter 3. As previously said in vector control mode the traction drives used in this field of application have a control structure similar to the classical DRFOC although with some modifications. The drive is characterized by low switching frequencies (hundreds of Hertz) and by the presence of several analog and digital filters whose role is to eliminate as far as possible unwanted noise and harmonic components which would create instabilities in the system. The transfer functions of these filters can be easily included in the block diagram shown in Fig. 4.3, hence improving the accuracy of the results provided by the VCT.

The bandwidth of flux control loop of the traction drive was set to 0.5 Hz. Since the rotor flux level is adjusted directly proportional to the square root of the demanded torque, the \( 2sf \) frequency is fixed and equal to 1.4 Hz, independently of the motor load level.

![Fig. 5.28 Estimated d-axis rotor flux component for the case of one and two broken rotor bars. The drive is running at rated load and constant train speed of about 80 km/h (unfiltered signal).](image1)

![Fig. 5.29 Estimated d-axis rotor flux component for the case of one and two broken rotor bars. The drive is running at rated load and constant speed of about 80 km/h (filtered signal).](image2)
Fig. 5.28 shows the estimated $d$-axis rotor flux component of the motor for the case of one and two broken rotor bars. As can be seen, when a rotor fault occurs, the estimated rotor flux, in the controller’s reference frame, contains a dc component (which represents the fundamental component of the machine rotor flux) and an oscillating component at the frequency $2sf$. Besides these components, other high frequency components related to the switching of the power semiconductors of the inverter, are also visible. If the high order harmonic content is eliminated with the aid of a low-pass digital filter, the results obtained are the ones shown in Fig. 5.29. Hence, to eliminate noise and unwanted high-order harmonics not directly related to the fault, the flux and/or current signals should be filtered before being used by the diagnostic system.

As mentioned before, when the flux control loop bandwidth is comparable or even lower than $2sf$, as in the present case, the effect of the fault is spread between the rotor flux and the current component $i_{sd}$ (Fig. 5.30).

By using the VCT, the obtained results are shown in the following Tables with the same meaning of the reported values as before.

<table>
<thead>
<tr>
<th>Number of broken bars</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2\Delta \varphi_{rd}$ (Wb)</td>
</tr>
<tr>
<td>1</td>
<td>0.0394</td>
</tr>
<tr>
<td>2</td>
<td>0.0898</td>
</tr>
</tbody>
</table>

Table 5.6 Diagnosis of rotor fault in the traction drive using the VCT at the full load and constant train speed of about 80 km/h.

<table>
<thead>
<tr>
<th>Load torque (% rated torque)</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2\Delta \varphi_{rd}$ (Wb)</td>
</tr>
<tr>
<td>25</td>
<td>0.0430</td>
</tr>
<tr>
<td>50</td>
<td>0.0611</td>
</tr>
<tr>
<td>75</td>
<td>0.0776</td>
</tr>
<tr>
<td>100</td>
<td>0.0898</td>
</tr>
</tbody>
</table>

Table 5.7 Influence of the motor load level on the diagnosis of rotor faults using the VCT (2 broken bars) at the constant train speed of about 80 km/h.

The results presented in Table 5.6 and Table 5.7 show that the number of broken bars can be adequately calculated using the proposed diagnostic technique making the diagnostic process quite independent of the motor load level even for this traction drive application.

Fig. 5.31 shows the behavior of the $d$-axis component of the rotor flux during an acceleration period of the drive. It should be noted that the amplitude of the oscillations present in the signal is almost constant during this transient regime. The problem of the extraction in time domain of these
oscillations from a signal of this kind is still an open issue even if several sophisticated technique can be found in literature such as PLL based systems [58],[101], variable frequency filtering system[102]. This would be a necessary step for the employment of the VCT for drives operating under strong acceleration or braking periods with time varying rotor flux reference.

5.4. Rotor Modulating Signals Technique Simulation Results

5.4.1. Introduction

In a balanced and healthy machine, both stator and rotor currents are balanced and the related $mmf$ generates the direct rotating magnetic field only. Being $f$ the stator frequency and $s$ the rotor slip, only frequencies $f$ and $sf$ exist in the stator and in the rotor, respectively.

As previously explained the presence of a fault leads to a electromechanical interaction giving rise to a chain of frequencies both on stator and on rotor variables (see (4.33),(4.34),(4.35) and (4.36)). These frequencies are typically present on current signals for grid connected machines. On the other hand considering closed-loop induction motor drives with a digital control system, the control itself will affect the behaviour of machine variables. In our case study, with reference to DFIMs for wind power generation systems, the rotor current loops will try to follow sinusoidal and balanced currents references by applying unbalanced rotor voltages. So the typical fault frequencies usually present in the currents, due to stator and rotor asymmetries will be damped by the action of the control system and they will be transferred to rotor voltages in a way dependent on the closed loop bandwidth. Consequently, the typical rotor and stator current fault harmonic components, usually detectable in line connected motors, will become less visible due to the compensating action of the control system. On the contrary, these fault harmonic components will remain clearly observable in the rotor voltages and so in the rotor modulating PWM signals of the power converter.

In this section a part of a thorough set of simulations are presented concerning an analysis based on the comparison of the harmonic spectra of stator and rotor currents with the spectra of the rotor modulating signals under faulty operating conditions. The harmonic spectra are obtained by applying the FFT algorithm to the instantaneous values of the monitored variables or to their space vector representation. The spectra have been normalized setting at 0dB the fundamental harmonic components.

Subsequently a study on the control loop bandwidth impact on the machine currents fault harmonics has been conducted to reveal the sensitivity of the method. Finally a valuable tool for signal extraction, i.e. the wavelet transform, has been used in order to detect and isolate the fault frequencies over time.
The simulation scheme has been implemented in MATLAB Simulink® coupling the model of the DFIM presented in chapter 2 with the control scheme shown in chapter 3 for the machine side and grid side converter. The power electronic system (i.e. the back to back converter) has been implemented only through the standard Simulink® block-set library. The stator and rotor asymmetries have been obtained by adding an additional resistance in series with stator or rotor windings. Even if this is a simple way to produce a phase unbalance in order to make fault frequencies detectable, it’s worth to underline that electrical faults, such as increasing resistance in a phase, stator or rotor open phase, insulation failures and inter-turn short circuit, give rise to a phase dissymmetry because the impedances of the windings are not equal anymore or because of a distortion in the air-gap flux.

### Doubly Fed Induction Machine A

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power</td>
<td>kW</td>
<td>3.3</td>
</tr>
<tr>
<td>Rated stator voltage</td>
<td>V</td>
<td>380</td>
</tr>
<tr>
<td>Rated rotor voltage</td>
<td>V</td>
<td>108</td>
</tr>
<tr>
<td>Nominal stator current</td>
<td>A</td>
<td>7</td>
</tr>
<tr>
<td>Nominal rotor current</td>
<td>A</td>
<td>21</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>Hz</td>
<td>50</td>
</tr>
<tr>
<td>Rated speed</td>
<td>rpm</td>
<td>2800</td>
</tr>
<tr>
<td>Stator phase resistance</td>
<td>Ω</td>
<td>1.3</td>
</tr>
<tr>
<td>Rotor phase resistance</td>
<td>Ω</td>
<td>0.2</td>
</tr>
<tr>
<td>Stator Total Inductance</td>
<td>H</td>
<td>0.282</td>
</tr>
<tr>
<td>Mutual inductance</td>
<td>H</td>
<td>0.078</td>
</tr>
<tr>
<td>Rotor Total Inductance</td>
<td>H</td>
<td>0.023</td>
</tr>
</tbody>
</table>

**Table 5.8** 3.3 kW doubly fed induction generator parameters used for variable speed constant frequency drive simulation (DFIM A)

### Doubly Fed Induction Machine B

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power</td>
<td>kW</td>
<td>5.5</td>
</tr>
<tr>
<td>Rated stator voltage</td>
<td>V</td>
<td>380</td>
</tr>
<tr>
<td>Rated rotor voltage</td>
<td>V</td>
<td>186</td>
</tr>
<tr>
<td>Nominal stator current</td>
<td>A</td>
<td>15.3</td>
</tr>
<tr>
<td>Nominal rotor current</td>
<td>A</td>
<td>19.5</td>
</tr>
<tr>
<td>Rated frequency</td>
<td>Hz</td>
<td>50</td>
</tr>
<tr>
<td>Rated speed</td>
<td>rpm</td>
<td>1400</td>
</tr>
<tr>
<td>Stator phase resistance</td>
<td>Ω</td>
<td>0.53</td>
</tr>
<tr>
<td>Rotor phase resistance</td>
<td>Ω</td>
<td>0.31</td>
</tr>
<tr>
<td>Stator Total Inductance</td>
<td>H</td>
<td>0.083</td>
</tr>
<tr>
<td>Mutual inductance</td>
<td>H</td>
<td>0.037</td>
</tr>
<tr>
<td>Rotor Total Inductance</td>
<td>H</td>
<td>0.020</td>
</tr>
</tbody>
</table>

**Table 5.9** 5.5 kW doubly fed induction generator parameters used for variable speed constant frequency drive simulation (DFIM B).
Two different doubly fed induction machines have been simulated, whose parameters are presented in Table 5.8 and in Table 5.9.

In this analysis the attention has been mainly focused on the first order fault harmonics only. Thus for a rotor asymmetry the frequencies \( (1-2s)f \) and \(-sf\) are monitored on stator and rotor variables respectively, whereas for a stator asymmetry the frequencies \(-f\) and \((s-2)f\) have been investigated in the stator and rotor reference frame respectively.

**5.4.2. Preliminary simulation results**

As a first attempt to validate the proposed idea several simulations have been performed with hysteresis current regulators to prove the sensitivity of rotor voltages to stator and rotor unbalances, with respects to current signals, considering closed loop operations. With reference to the control scheme presented in Fig. 5.32 simulations have been performed running the DFIM A (Table 5.8) at the rated load and at the speed of 2000 rpm. More in detail the drive was running with stator active and reactive power references of \( P_s^* = -3300 \text{W} \) and \( Q_s^* = 1000 \text{VAR} \).

Rotor and stator asymmetries have been produced through an additive resistance in series to one rotor or stator phase, respectively. The diagnostic index considered in this analysis was the space vector of the inverter output voltages on the rotor side, generated by the hysteresis current controllers, that is:

\[
\bar{V}_r(t) = \frac{2}{3} \left( v_{ra}(t) + v_{rb}(t)e^{\frac{2\pi}{3}} + v_{rc}(t)e^{\frac{4\pi}{3}} \right) \tag{5.1}
\]

The following figures show the simulation results for a rotor asymmetry produced with an additional resistance of the same value of the rotor phase resistance. Specifically Fig. 5.33 represents the stator currents and their FFT, whereas rotor currents and the FFT of their space vector are shown in Fig. 5.34. It’s possible to notice that, despite the asymmetry, both the signals

---

Fig. 5.32 Block-scheme representation of the DFIM control system with hysteresis controllers.
**Fig. 5.33** Stator currents for a rotor asymmetry due to an additive resistance of the same value of the rotor phase resistance: (a)-Time domain waveform, (b)-FFT.

**Fig. 5.34** Rotor currents for a rotor asymmetry due to an additive resistance of the same value of the rotor phase resistance: (a)-Time domain waveform, (b)-Space vector FFT.

**Fig. 5.35** Rotor voltages for a rotor asymmetry due to an additive resistance of the same value of the rotor phase resistance: (a)-Time domain waveform, (b)-Space vector FFT.

**Fig. 5.36** Fault harmonics for a rotor asymmetry in stator currents, rotor currents and rotor voltages produced by and additive resistance of the same value of the rotor phase resistance and for the healthy machine.
keep a quite sinusoidal waveform (Fig. 5.33-(a) and Fig. 5.34-(a)). In fact in both cases the fault harmonics due to the asymmetry are almost impossible to be detected reaching a value of -65 dB for the \((1-2s)f\) component in stator currents and -67 dB for the \(sf\) component in the rotor current space vector. On the other hand looking at Fig. 5.35, where rotor voltages and the FFT of their space vector are represented, the fault harmonic at the frequency \(sf\) is clearly visible and easily detectable allowing an evaluation of the degree of unbalance of the rotor windings.

These results are summarized in Fig. 5.36 where a comparison between the amplitudes of the first order fault harmonics in stator currents, rotor currents and rotor voltages are presented for the healthy and faulty machine in case of a rotor asymmetry. The higher sensitivity of the rotor voltages is clearly evident.

As far as stator asymmetries are concerned, they were produced through an additional resistance in series to one stator phase. The value of this resistance was initially chosen to be 5 times the stator phase resistance to give evidence of the fault harmonics also in the current signals, otherwise completely damped by the action of the control system. The results are shown in Fig. 5.37

![Stator currents space vector FFT](image)

**Fig. 5.37** Stator currents space vector FFT for a stator asymmetry due to an additive resistance of 5 times the stator phase resistance.

![Rotor currents FFT](image)

**Fig. 5.38** Rotor currents FFT for a stator asymmetry due to an additive resistance of 5 times the stator phase resistance.

![Rotor voltages](image)

**Fig. 5.39** Rotor voltages for a stator asymmetry due to an additive resistance of 5 times the stator phase resistance: (a)-Time domain waveform, (b)-Space vector FFT.
representing the stator current space vector FFT, in Fig. 5.38 showing the FFT of the rotor currents and eventually in Fig. 5.39 where the rotor voltages waveform in time domain and the FFT of their space vector are depicted. Also in case of stator asymmetry it is possible to notice the higher sensitivity of the rotor voltages to the fault. In fact the fault harmonics $-f$ in the stator currents space vector and $(2-s)f$ in the rotor currents reach a value of -37 dB and -35 dB respectively, whereas the fault harmonic $(s-2)f$ in the rotor voltages space vector assumes a value of -18 dB showing again the higher sensitivity of these signals to an unbalance in the phase windings of the machine.

Once again the results obtained in case of a stator asymmetry are summarized in Fig. 5.40, where a comparison between the amplitudes of the first order fault harmonics in stator currents, rotor currents and rotor voltages are presented for the healthy and faulty machine.

It's worth to underline that the fault harmonics present in the rotor voltages are responsible of the huge distortion of their waveform as shown in Fig. 5.35-(a) in case of rotor fault and in Fig. 5.39-(a) in case of stator fault.

The performed comparison clearly shows that the amplitude of the typical fault frequency in the output voltages space vector is much higher than in the current signals. Moreover, by taking into account a small unbalance the typical fault frequencies in the currents almost disappear whereas the output voltages space vector keeps its sensitivity to stator and rotor faults allowing an evaluation of the extent of the phases unbalance.

### 5.4.3. PI current controller bandwidth impact

In this section the simulation results obtained with the control scheme shown in Chapter 3 for the machine side and grid side converter using PI controllers is presented. Here reference is made to the parameters of the DFIM B (Table 5.9) and only the results concerning this machine will be presented, although the same investigation has been performed for the DFIM A leading to the same outcomes. The attention has been focused again on the fault first harmonic only. Then for a rotor asymmetry the frequencies $(1-2s)f$ and $-sf$ are monitored, whereas for a stator asymmetry the frequencies $-f$ and $(s-2)f$ are investigated in the stator and rotor variables respectively. Moreover the influence of the current control loop bandwidth has been taken into account performing several simulations with different values for the proportional and integral gain parameters of the PI current controller according to (4.42) and (4.43).
Figures from Fig. 5.41 to Fig. 5.43 shows simulation results for a stator unbalance with a bandwidth of the current loop equal to \( B_{pi} = 350 \) Hz and with the generator delivering an active power of \( P_s = 5500 \) W and absorbing a reactive power of \( Q_s = 4100 \) VAR from the stator side at 1400 rpm. In this case the additional resistance \( (R_{\text{add}}) \), used to provoke the unbalance, is equal to the
value of the stator phase resistance $R_s$. Because of the asymmetry in the stator we observe the appearance of an inverse sequence in the stator currents at the frequency $-f$ (Fig. 5.41-(b)) and of the fault first harmonic in the rotor currents and voltages space vector at $(s-2)f$ (Fig. 5.42-(b) and Fig. 5.43-(b)). As the bandwidth is very high the amplitude of the fault harmonics in the currents are very small because of the damping effect of the control system and their time waveform are quite sinusoidal. On the other hand the rotor voltages are strongly distorted and the typical fault frequency in their spectrum is more relevant reaching the value of -18.3 dB.

Further simulations have been carried out to show the effect of a rotor unbalance produced by an additive resistance equal to the of the rotor phase resistance ($R_{add}=R_r$) in the same operating conditions. The results presented in Figure from Fig. 5.44 to Fig. 5.46 clearly show the damping effect of the control system on the fault first harmonic on the currents (Fig. 5.44-(b) and Fig. 5.45-(b)) and the higher distortion of rotor voltages visible also in time domain waveforms (Fig. 5.46-(a)). By analyzing these figures it is evident that the harmonic component at frequency $-sf$ is much more evident in the rotor voltages (Fig. 5.46-(b)) than in the rotor currents and more relevant than the fault harmonic $(1-2sf)$ found in the stator currents. These results show that if the current control loop dynamic is fast enough the rotor voltages and the corresponding rotor modulating PWM signals can be considered as a valuable diagnostic index for stator and rotor fault detection.

Finally several simulations have been performed with different values for the currents PI controllers parameters (according to (4.42) and (4.43)), corresponding to different closed loop
bandwidths starting from 350 Hz to 50 Hz. Also open loop operations have been taken into account, considering such a case as 0 Hz bandwidth operations. Obviously in this case we will have no values for rotor voltage since the rotor windings are short circuited.

In Fig. 5.47, the results for a stator asymmetry are shown. It is clearly visible that the fault harmonics in the currents are damped by the action of the control system having the higher value in open loop operations. Anyway the fault harmonic present in the rotor voltages becomes less sensitive to the unbalance under a value of 100 Hz for the bandwidth of the current loop. In fact this fault harmonic has a frequency \( (s-2)f = -96.8 \text{ Hz} \) and the system with a low dynamic starts not to follow this component reducing the damping effect on the currents. However even at 50 Hz the fault harmonic in the voltages is not negligible compared to the same faults harmonics in the currents.

In Fig. 5.48 the effect of bandwidth variations for a rotor asymmetry is less evident. In this case, unless the bandwidth of the current loop is very low and close to zero, the currents are almost desensitized and the harmonic component at \( -sf = -3.2\text{Hz} \) in the rotor voltages contains about all information on the asymmetry.

![Figure 5.46](image1.png)  
![Figure 5.47](image2.png)  

**Fig. 5.46** Rotor voltages for a rotor asymmetry due to an additive resistance of the same value of the rotor phase resistance \( R_{add} = R_r \): (a)-Time domain waveform, (b)-Space vector FFT.  

**Fig. 5.47** Bandwidth influence on the first harmonic component in stator currents, rotor currents and rotor voltages for a stator unbalance \( R_{add} = R_s \).
5.4.4. Wavelet transform for signature extraction over time

5.4.4.1. Introduction

Depending on wind speed, the DFIM operates continuously in time-varying condition. In this context, the classical application of Fourier Analysis (FA) for processing manipulated (voltages) or controlled (currents) variables fails as slip and speed vary. Thus the fault components are spread in a bandwidth proportional to the variation. In this context, traditional Fourier Analysis (FA) doesn’t allow to discriminate healthy from faulty operating cases. The demodulation presented for faulty squirrel cage induction motors could be usefully employed also for this application to overcome this limitation. Such a technique was proven to give perfect frequency domain information and high quality discrimination between healthy and faulty conditions but don’t provide time domain information. This shortcoming in the Fourier analysis can be overcome to some extent by analyzing a small section of the signal at a time by means of Short-Time Fourier Transform (STFT). This method assumes local periodicity within continuously translated time window, but the fixed size of the window used is the major drawback of the (STFT). Wavelets Transform (WT), on the other hand, provides greater resolution in time for high frequency components of a signal and greater resolution in frequency for low frequency components. In this sense, wavelets have a window that automatically adjusts to give the appropriate resolution developed by its approximations and detail signals.

This method has been used with different approaches for the diagnosis of anomalies in induction machine [60], [103]-[105]. Most of the reported contributions are based on the wavelet analysis of currents during start-up or load variation for diagnosis purposes. In this context, the frequency components are spread in a wide bandwidth as slip and speed vary considerably. This fact justifies the common use of multi-detail or/approximation signals resulting from wavelet decomposition, whose levels are imposed by the sampling frequency.

This dependency on the appropriate choice of the sampling frequency and tracking multi fault frequency components on multi frequency bands complicate the diagnosis process. Moreover, the use of large frequency bands subjects the detection procedure to erroneous interpretations due to
possible confusion with other harmonics [106]. Motivated by the above discussion and with the aim to isolate the contribution of the most relevant fault frequency component under time-varying conditions, the demodulation technique have been employed in order to preprocess the machine variables for fault detection. In fact through this simple technique we are able to clamp the fault frequency of interest in a single frequency band. Then the application of the Discrete Wavelet Transform would allow to extract all the information related to the fault using only a single level of decomposition.

5.4.4.2 Wavelet Transform

The principal feature of wavelet transform is its High Multiresolution Analysis (HMRA) capability. Wavelet analysis is a signal decomposition, using a combination of approximation coefficients $C_{a_{j,p}}$ and detail coefficients $C_{d_{j,p}}$ via a mother wavelet function $\psi_{j,p}$ and a scaling function $\phi_{j,p}$.

$$S(n) = \sum_{p} C_{a_{j,p}} \cdot \phi_{j,p}(n) + \sum_{j=1}^{J} \sum_{p} C_{d_{j,p}} \cdot \psi_{j,p}(n)$$  \hspace{1cm} (5.2)

Generally, the Multi Resolution Analysis (MRA) is represented by a hierarchical successive and complementary filter-bank operations in which the original signal $S(n)$ is decomposed into approximation (low frequency) and detail (high frequency) signals. The decomposition procedure is described in [107]. This procedure is repeated until the signal is analyzed at a pre-defined $J$ level. With a dyadic down sampling, frequency bands of each level of decomposition are related to the sampling frequency [108]. Hence, these bands can’t be changed unless a new acquisition with different sampling frequency is made. This fact justifies the common use of multi-detail or/and approximation signals resulting from wavelet decomposition for fault detection based on DWT, particularly in time-varying conditions.

To overcome this limitation and to clamp the fault frequencies in a specific frequency band of a single decomposition level the demodulation technique have been employed in order to preprocess the machine variables.

With regard to the type of mother wavelet, a 10th order of Daubechies family was chosen, although lower order mother wavelets from the same family or other type of families (Symlet and Coiflet) also allows a clear detection of the phenomenon. With a sampling frequency $f_s=3.2$kHz, an eight level decomposition ($J=8$) was performed in order to cover the frequency bands in which we can track frequency component characteristics of the fault. The frequency bands corresponding to the chosen sampling frequency for dyadic down sampling are given in Table 5.10 and can be expressed as follows:

<table>
<thead>
<tr>
<th>Approximations $a_j$</th>
<th>Frequency Bands (Hz)</th>
<th>Details $d_j$</th>
<th>Frequency bands (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_8$</td>
<td>[0 – 6.25]</td>
<td>$d_8$</td>
<td>[6.25 – 12.5]</td>
</tr>
<tr>
<td>$a_7$</td>
<td>[0 – 12.5]</td>
<td>$d_7$</td>
<td>[12.5 – 25]</td>
</tr>
<tr>
<td>$a_6$</td>
<td>[0 – 25]</td>
<td>$d_6$</td>
<td>[25 – 50]</td>
</tr>
<tr>
<td>$a_5$</td>
<td>[0 – 50]</td>
<td>$d_5$</td>
<td>[50 – 100]</td>
</tr>
<tr>
<td>$a_4$</td>
<td>[0 – 100]</td>
<td>$d_4$</td>
<td>[100 – 200]</td>
</tr>
<tr>
<td>$a_3$</td>
<td>[0 – 200]</td>
<td>$d_3$</td>
<td>[200 – 400]</td>
</tr>
<tr>
<td>$a_2$</td>
<td>[0 – 400]</td>
<td>$d_2$</td>
<td>[400 – 800]</td>
</tr>
<tr>
<td>$a_1$</td>
<td>[0 – 800]</td>
<td>$d_1$</td>
<td>[800 – 1600]</td>
</tr>
</tbody>
</table>

Table 5.10 Frequency bands for each level of decomposition.
\[
\begin{align*}
2^{-(j+1)} : 2^{-j} f_s & \quad \text{and} \quad 0 : 2^{-j+1} f_s \quad \text{for} \quad j=0,1,2,\ldots,J-1
\end{align*}
\] (5.3)

The preprocessing performed through the demodulation technique allows shifting the fault component of interest to a desired prefixed frequency band. More in detail a frequency sliding with \(f_{sl}\) is applied at each time slice to the stator currents, rotor currents or rotor voltages space vector so that the harmonic component of interest is moved and confined to a single desired frequency band. Then the real part of the shifted signal is analyzed by means of DWT.

More specifically the signal analyzed by means of DWT can be expressed as follows:

\[
S_{sl}(t) = \text{Re}\left[\overline{s}(t)e^{-j2\pi f_s t}\right]
\] (5.4)

where \(\overline{s}(t)\) represents the space vector of the machine variable containing the fault signature to be investigated.

5.4.4.3. Results

The DWT in conjunction with the demodulation process for signature extraction was preliminarily applied to stator and rotor current space vectors in open loop operations and in time-varying conditions for DFIM B (Table 5.9). These results, concerning stator and rotor faults are presented in [107], [109], [110] and are not reported here for the sake of brevity.

Subsequently the same technique was employed for closed loop operations for the same DFIM B. In this case also the rotor voltage space vector have been processed in order to extract the harmonic component carrying the fault information. Taking the case of rotor faults as an example, the rotor voltages space vector (5.1) and the rotor current space vector (5.5) have been investigated.

\[
\tilde{r}_r(t) = \frac{2}{3} \left( i_{r1}(t) + i_{r3}(t)e^{\frac{2\pi}{3}} + i_{r2}(t)e^{\frac{4\pi}{3}} \right)
\] (5.5)

The choice of \(f_{sl}\) is done for shifting the fault frequency component in one of the intervals expressed in (5.3). Subsequently the DWT is applied to analyze the frequency band of interest. The signal processing have been performed with \(f_{sl}=-8.5\,\text{Hz}\), to isolate the contribution of the \(-sf\) component in the rotor voltages and current space vectors. Hence, with respect to the frequency bands reported in Table 5.10, the frequency band of interest, for tracking the \(-sf\) frequency contribution is the 8th DWT level decomposition.

To validate the applicability of the proposed approach for signature extraction, several simulations, under healthy and faulty rotor conditions, were conducted. Rotor unbalances have been emulated by inserting an additional resistance \(R_{add}\) in series with one rotor phase winding. The DFIM B has been initially simulated in healthy condition (\(R_{add}=0\)), with a bandwidth of the current loop equal to \(B_{pl}=100\,\text{Hz}\) and with the generator delivering an active power of \(P_s=5500\,\text{W}\) and absorbing a reactive power of \(Q_s=4100\,\text{VAR}\) from the stator side, during a prefixed transient from 1395 rpm to 1306 rpm. All signals reported have been recorded during 10 seconds.

As previously explained, the contribution of the fault frequency components \(-sf\) will be observed on approximation \(a_8\) after the frequency demodulation process applied to the rotor currents and then to the rotor voltages space vectors as expressed in (5.4).

The wavelet decomposition of these signals (namely \(V_{srl}\) and \(I_{srl}\) for the rotor voltages and the rotor currents respectively) resulting after such a pre-processing are shown in Fig. 5.49-(a) and Fig. 5.49-(b), during the above described deceleration transient and for the healthy machine. These results are used as a reference in comparison with the faulty case. For the sake of clarity only the 8th
level approximation signal $a_8$ is represented relatively to the wavelet decomposition of the pre-processed currents and voltages $I_{rsl}$ and $V_{rsl}$. It’s possible to notice that no effect on this decomposition level is registered for both currents and voltages during the speed transient.

On the other hand, in faulty conditions ($R_{add}=R_r$) the contribution of the fault harmonic $-sf$ is clearly visible and can be effectively detected on the $a_8$ approximation signal as shown in Fig. 5.50-(a) and Fig. 5.50-(b). Obviously due to the masking effect of the control system such a contribution is more relevant in the voltages than in the currents as previously proved through the Fourier analysis performed on the same signals.

The same strategy can be effectively applied also in case of stator faults by simply making a different choice for $f_{sl}$ in order to shift the $(s-2)f$ fault frequency to the frequency band of interest. It’s worth noting that such a fault frequency can be detected even through the simple application of the wavelet decomposition and can be found in the detail $d_5$ (see Table 5.10) as proven in [109].
Chapter 6

Experimental Results

6.1. Test Bench

A test bench have been set up at the Department of Electrical Engineering of the University of Bologna in order to validate the previously discussed diagnostic techniques. The same test bench have been used to implement both the control strategies discussed in chapter 3 for the doubly fed induction machine based drive and for the squirrel cage induction motor traction drive.

A simplified scheme of the experimental setup is presented in Fig. 6.1. A 9 kW, 96 V separately excited DC machine (Fig. 6.1-(a)) is used in regenerating or motoring operations as a load for the induction motor under test. The DC machine is controlled in speed and is fed by a 50 kW, 96 V two

Fig. 6.1 Simplified scheme of the test bench used for experimental validation of the proposed diagnostic techniques
quadrant commercial chopper converter for traction applications in order to test variable speed transients (Fig. 6.1-(b)). The induction machine employed to validate the proposed diagnostic methods are (Fig. 6.1-(c)):

- 7.5 kW, 400 V, 50 Hz, 4-pole squirrel cage induction motor whose parameters are shown in Table 2.1
- 3.3 kW, 380 V, 50 Hz, 2-pole doubly fed induction generator whose parameters are presented in Table 5.8 (DFIM A)
- 5.5 kW, 400 V, 50 Hz, 4-pole doubly fed induction generator whose parameters are presented in Table 5.9 (DFIM B).

The induction machines are fed by a 55 kW PWM-VSI inverter coupled either with another 75 kW PWM VSI inverter in a back to back configuration, in order to allow subsynchronous and supersynchronous operations for the DFIM based drive (Fig. 6.1-(d)), or to a simpler three-phase diode rectifier (Fig. 6.1-(e)) used in the implementation of the squirrel cage induction motor drive. The main parameters for these two converters are shown in Table 6.1, where also the value of the coupling inductances for the grid side converter are reported.

The whole power system, used in the experimental setup to control the induction machines has its core in the dSPACE® DS 1103 board. This real time hardware platform is fully programmable through the Simulink® block diagram environment providing rapid control prototyping (RCP). Part of the control schemes used for simulations in such an environment can be reused by the C-code production generator, i.e. the Real Time Workshop (RTW) and subsequently compiled and downloaded to dSPACE® board. This is made possible thanks to the dSPACE®’s Real-Time Interface (RTI), which provides the software to completely integrate dSPACE® hardware with Simulink and Real-Time Workshop. All I/O specifications for real-time implementation can be defined within the Simulink environment. RTI modifies the code generated by Real-Time Workshop according to these I/O specification and processes it to load the DS 1103 board system automatically. In this way, after creating the control system block diagram in Simulink, the actual physical plant model has to be removed and RTI blocks has to be introduced in its place. Then the whole control system frame can be compiled and downloaded to dSPACE® real-time hardware system by RTW/RTI.

The DS1103 is equipped with a PowerPC processor for fast floating-point calculation at 333 MHz and with a DSP controller unit integrated as a subsystem. The DSP is perfectly suited to electric drive applications, since it was specifically designed for these purposes, and provides functionality such as three-phase PWM generation. Moreover the DS 1103 provides:

- 16 AD converters – 16 bit – 4 µs
- 4 fast AD converters – 12 bit – 0.4 µs
- 10 DA converters – 14 bit – 6 µs

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid side converter switching frequency</td>
<td>kHz</td>
</tr>
<tr>
<td>Rotor side converter switching frequency</td>
<td>kHz</td>
</tr>
<tr>
<td>Grid voltage</td>
<td>V</td>
</tr>
<tr>
<td>Grid coupling inductance</td>
<td>mH</td>
</tr>
<tr>
<td>DC-link voltage</td>
<td>V</td>
</tr>
<tr>
<td>Encoder type DFIM</td>
<td>imp/turn</td>
</tr>
<tr>
<td>Encoder type squirrel cage IM</td>
<td>imp/turn</td>
</tr>
</tbody>
</table>

Table 6.1 Back to back main parameters
Finally the control system process can be monitored and the controller parameters can be adjusted online by means of the ControlDesk software, which is a suite of tools to ease the interaction between the user and the control system thanks to a really friendly Graphical User interface (GUI).

Fig. 6.2 shows a picture of the whole power system and of the personal computer in which the dSPACE® board, used to control the induction machines, is installed (Fig. 6.1-(d)-(e)).

### 6.2. Demodulation Technique Results

A thorough set of experiments were carried out in order to validate the proposed method and the effectiveness of the related diagnostic index. For this aim the 7.5 kW squirrel cage induction motor (Table 2.1) has been used to realize a scaled prototype of the traction control system. The mechanical system was not taken into account in order to ease lab tests (Fig. 6.3-(a)).

To validate the fault detection capability of the demodulation technique, two identical squirrel cage induction motors were available. The first one is healthy and the other one is with one drilled rotor bar as shown in Fig. 6.3-(b).

The PI controller parameters of the direct field oriented control detailed in chapter 3 and implemented on the DS1103 board are reported in Table 6.2. The first column reports the proportional and integral gain for the q-axis and d-axis current regulator, the second column reports control parameters for the rotor flux regulator. These parameters correspond to a bandwidth of about $B_{p} \approx 100$ Hz for the current loop and to a bandwidth of about $B_{pf} \approx 3$ Hz for the flux loop.

<table>
<thead>
<tr>
<th>Current controllers</th>
<th>Flux Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional gain ($K_p$)</td>
<td>5</td>
</tr>
<tr>
<td>Integral gain ($K_i$)</td>
<td>340</td>
</tr>
</tbody>
</table>

*Table 6.2* PI parameters of the DRFOC current and flux controllers.
The DC machine coupled with the induction motor and fed by the two quadrant chopper converter is used in regenerating operations.

Induction machine currents and speed are sampled at 8 kHz with a time duration of 7 seconds by the same control board detailed in the previous paragraph. Anyway a smaller number of points could be used without affecting the performances of the demodulation procedure.

Specifically, the diagnostic procedure was firstly validated with a reference torque profile obtained through a ramp in the torque command from 20% to 80% of the nominal torque in 3 seconds. The corresponding speed transient is reported in Fig. 6.4, and the corresponding direct and quadrature stator currents are reported in Fig. 6.5. It’s worth to noting that $i_{sd}$ varies with the speed because of the choice of the reference flux (3.65).

The waveforms are fairly similar to the simulation results made under the same conditions, Figs. 5.20 and 5.21. During this transient acceleration, the slip frequency slightly varies around 2 Hz.

![Test bed photo (a). The faulty rotor with one drilled rotor bar (b)](image)

**Fig. 6.3** Test bed photo (a). The faulty rotor with one drilled rotor bar (b)

![Experimental results for the healthy 7.5 kW induction machine. Time-domain waveforms of machine speed during acceleration.](image)

**Fig. 6.4** Experimental results for the healthy 7.5 kW induction machine. Time-domain waveforms of machine speed during acceleration.

![Experimental results for the healthy 7.5 kW induction motor. Time domain waveforms of the machine currents during acceleration. $i_{sq}$ (top) $i_{sd}$ (bottom),](image)

**Fig. 6.5** Experimental results for the healthy 7.5 kW induction motor. Time domain waveforms of the machine currents during acceleration. $i_{sq}$ (top) $i_{sd}$ (bottom),
Fig. 6.6 reports the waveform of $\omega_s(t)$ i.e. the stator pulsation and the waveforms of $\omega_l(t)$ and $\omega_r(t)$ as expressed in (4.1) and (4.2) during the transient.

The stator currents to be processed by the demodulation algorithm are shown for the healthy and the faulty (one broken bar) machine in Fig. 6.7 and Fig. 6.8 respectively.

Fig. 6.9 reports the spectra of these stator phase currents in healthy and faulty conditions, during the previously detailed acceleration transient. The spectra show that no signature analysis is possible for such cases, because of the large spreading of frequency and speed. Hence the sideband components related to the faults are spread in a wide frequency range and therefore are not detectable.

On the other hand, Fig. 6.10 shows the spectrum of the demodulated current during the machine acceleration after the demodulation process performed according to (4.6), (4.9) and (4.12) for the healthy and faulty machine with $\omega_d = 0$ rad/s. The proposed procedure allows the accurate determination of the amplitude of the sideband components related to the fault. In fact, the DC component ($\omega_d = 0$) increases by about 16 dB from healthy to faulty conditions, as shown in Fig.
This result is in good agreement with simulation results under the same conditions, Fig. 5.24. Anyway, in the experiments, a higher value of the fault signature appears in the healthy case because of intrinsic manufacturing rotor asymmetry, while a lower value of the fault signature appears in the faulty case since magnetic saturation and interbar currents are not included in the machine model.

The same procedure is repeated during a machine deceleration and the results of the proposed demodulation technique are reported in Fig. 6.11 and Fig. 6.12 for the healthy and the faulty machine respectively. The deceleration is obtained with a ramp back from 80 % to 20 % of the torque command always in three seconds starting at a speed of about 1000 rpm. Similar
considerations apply to this case comparing the amplitude of the left sideband demodulated at zero frequency.

Then, the diagnostic index $f_i$ is computed as in (4.12) for both the acceleration and deceleration transients. In the first case $f_i$ assumes a value of about 0.269 and of 1.735 for the healthy and faulty case, respectively, proving its sensitivity to rotor faults in time-varying conditions. For the deceleration transient the computation of the same index leads to similar results. In fact $f_i$ assumes a value of about 0.271 and of 1.728 for the healthy and faulty case respectively, confirming again that the proposed diagnostic index is quite sensitive to rotor faults even under transient operations.

Fig. 6.13 reports the values of the fault index in steady-state conditions for different load torques and speeds. It turns out that the fault index is quite robust against speed variations, but slightly
dependent on load torque variations. In fact, the flux level in the machine changes accordingly to the square root of the torque, thus the absolute value of the index changes because of the non-linear nature of the induction motor. This behavior prevents a quantitative analysis of the fault severity, whereas the fault detection capability is still very good in any conditions, as reported in Fig. 6.13.

### 6.3. Virtual Current Technique Results

The experimental setup used to validate the demodulation technique has been obviously used also to validate the virtual current technique. Then the 7.5 kW, 400 V, 50 Hz, 4-pole induction motor, assembled in the laboratory to reproduce at a small scale the traction drive used in railway applications, was driven by the same control architecture detailed in chapter 3.

The laboratory prototype was run with the motor in healthy conditions and with 1 broken bar (out of 28 bars), for different load levels and different speeds.

The control system was initially set to have a flux loop bandwidth of 3 Hz (see Table 6.2 for the flux controller parameters) with $2\omega_f = 3.6$ Hz.

The drive was then tested in steady-state as well as in transient conditions. Fig. 6.14 and Fig. 6.15 show respectively the time waveforms of the rotor flux and magnetizing current component for the healthy and faulty motor conditions. Similarly to what was done in the simulation study, these results were obtained after low-pass filtering the original signals. Once again, it is noticeable that the effects of the fault are spread between $\phi_{rd}$ and $i_{sd}$. Table 6.3 shows the results obtained for the healthy rotor and for the case of 1 broken bar. In this way we evaluate the possibility of diagnosing a rotor fault when it is at an incipient stage of development.

For the healthy rotor the value of $n_F$ is negligible and can be attributed to measurement errors or even to any residual asymmetry that may exist in the rotor. On the other hand, the value of 0.49

![Fig. 6.14](image1.png)

**Fig. 6.14** Experimental results concerning the estimated d-axis rotor flux component (low-pass filtered) for a healthy motor and a motor with one broken rotor bar. The motor is running at 1400 rpm, with a load torque of 40 Nm.

![Fig. 6.15](image2.png)

**Fig. 6.15** Experimental magnetizing current component (low-pass filtered) for a healthy motor and a motor with one broken rotor bar. The motor is running at 1400 rpm, with a load torque of 40 Nm.
broken bars obtained for the case of 1 broken bar seemed, at first, too low. Because the rotor of the motor has non-insulated bars, the existence of large interbar currents or other phenomena that could decrease the degree of asymmetry of the rotor was a real possibility that needed to be investigated.

It was decided to measure the degree of asymmetry of the rotor by connecting the motor directly to the grid. After that, the motor was run under identical load conditions as the ones tested in the drive. In this way we were able to use the well-establish diagnostic techniques developed for this type of supply and measure the degree of asymmetry of the rotor without the influence of the control system of the drive.

Two line-to-line voltages and two motor supply currents were acquired for different load conditions, including the no load condition. With this information, a current spectrum analysis was performed for measuring the amplitudes of the sideband components which appear in the current spectrum, at frequencies of \((1\pm2k)f\), \(k=1,2,3,\ldots\) etc, due to the presence of the fault. Fig. 6.16 shows the spectra of stator currents for the healthy and faulty grid connected machine at 1460 rpm and at 80% of the rated torque.

With the aid of the no-load test and using the representation of the current space-phasor in a synchronous frame, an approximate value for the amplitude of the positive sequence component of the rotor currents was measured [92]. Then different severity factors were calculated.

A widely used severity factor is the ratio between the sum of the amplitudes of the current

<table>
<thead>
<tr>
<th>Number of broken bars</th>
<th>Measured/calculated values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2\Delta\varphi_{rd}) (Wb)</td>
</tr>
<tr>
<td>0</td>
<td>8.68e-4</td>
</tr>
<tr>
<td>1</td>
<td>0.0112</td>
</tr>
</tbody>
</table>

Table 6.3 Experimental results for the diagnosis of rotor faults in the laboratory tests using the VCT (1400 rpm, flux loop bandwidth set at 3 Hz and load torque of 40 Nm).

Fig. 6.16 Experimental results for the 7.5 kW machine. Stator current spectrum in open loop operations at 1460 rpm and at 40 Nm load. healthy (green line), machine with one broken bar (blue line).
sideband components and the fundamental component of the supply current. In our tests, the application of this severity factor led to a value of 1.28% which corresponds to 0.36 broken bars [24]. This severity factor tends to underestimate the fault because the denominator contains the magnetizing current component of the machine which should be eliminated from the evaluation process. If instead we use the amplitude of the positive sequence component of the rotor currents as the normalization factor for the sum of the current sideband components, the severity factor becomes 1.86%, which corresponds to approximately 0.52 broken bars. This value is very similar to the one found in the drive with the VCT. These tests clearly show that the rotor with one broken bar used in the tests has an asymmetry which represents far less than 1 broken bar. This is not a limitation of the proposed diagnostic technique as with these tests we could demonstrate that we are able to obtain the same number of broken bars in the drive as when the motor is directly connected to the grid. However, this demonstrates that the threshold value of the severity factor that needs to be established for the proper detection of 1 broken/cracked bar in some rotors with not insulated bars should be less than 0.5 bars.

Table 6.4 shows some results obtained with the VCT for different load levels of the motor when it is running with one broken bar. It is noticeable that the estimated number of broken bars tends to be higher for lower load levels of the motor. This small variation of severity factor with the load level can be probably attributed to several factors. One of them is the variation of some motor parameters that surely are subjected to changes but whose variations were not taken into account in the diagnostic process. In particular, the magnetizing inductance and the rotor time constant are parameters that are subjected to some changes according to the working conditions of the motor. The magnetizing inductance varies with the flux level of the motor which was programmed to change according to the demanded torque (we recall the fact that this feature was implemented in the laboratory with the aim to emulate as close as possible the traction drive). On the other hand, the rotor time constant of the motor is also expected to change due to the change of the magnetizing inductance as well as due to changes on the rotor resistance due to the temperature variations in the machine according to the load conditions. Besides these aspects, the theory behind the VCT assumes that the decoupling between the $d$ and $q$ axes is perfect, which will not be true if the changes in the motor parameters are not accompanied by the control system of the drive. If the decoupling is not perfect, some oscillations present in $i_{sq}$ will also affect the oscillations measured along the $d$-axis, thus affecting the quantification of the extension of the fault.

In spite of all these aspects, which were neglected in this work, the obtained results seem to be quite satisfactory as they demonstrate the applicability of the diagnostic technique. Moreover, in an industrial drive some of the parameter variations mentioned before are already estimated during the commissioning phase of the drive, thus not constituting a major problem to the implementation of this technique on the DSP board which is running the control strategy of the drive. The results shown in Table 6.5 and Table 6.6 demonstrate once again the independence of the obtained results with the VCT with regard to the reference speed of the drive and flux loop bandwidth.
Fig. 6.17 shows some waveforms obtained during an acceleration period of the drive. As can be seen, the oscillations of the rotor flux can be extracted and used to diagnose the fault even during the transient operations of the drive. Anyway as previously discussed in chapter 5 this is still an open point in case of DRFOC with rotor reference flux varying operations.

All these results demonstrate that, as predicted by the simulation studies, the VCT is applicable to effectively diagnose rotor broken bars and has all the features to be implemented in the control system of a drive.
6.4. Rotor Modulating Signal Technique Results

6.4.1. Results for the DFIM A

The dSPACE® system based on the DS1103 control board has been used to implement both the stator field oriented vector control for the machine side converter and the voltage oriented control for the grid side converter.

Fig. 6.18 shows the DFIM A (see Table 5.8) employed in the experimental setup. The system performances have been tested at first to prove the capability of such a machine to produce active and reactive power from the stator side both in subsynchronous and supersynchronous operations. The value of the controller parameters are shown in Table 6.7 for the machine and the grid side converter respectively. For the rotor current loop the values correspond to a bandwidth of 300 Hz. Fig. 6.19 shows the behavior of the system after a step in the active power reference $P^*_s$ from 0 to -700 W (it’s important to recall that positive values of the power refers to power absorbed by the machine) with the machine running at a supersynchronous speed of 3250 rpm and absorbing a reactive power $Q_s = 500$ VAR. Since the bandwidth of the speed control of the DC machine used as a load is very low, then a deceleration speed transient is caused by the sudden increase of the induction generator torque. Therefore speed decreases down to a subsynchronous speed of about 2850 rpm. The crossing of the synchronous speed is clearly evident in the phase change of the monitored rotor current. Afterwards the speed control of the DC machine reacts producing the necessary motor torque to reestablish the same supersynchronous speed conditions found at the beginning of the transient. Also in this case the crossing of the synchronous speed is visible in the

<table>
<thead>
<tr>
<th>DFIM rotor side converter</th>
<th>Current controllers</th>
<th>Power controllers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional gain ($K_p$)</td>
<td>2.7</td>
<td>0.001</td>
</tr>
<tr>
<td>Integral gain ($K_i$)</td>
<td>377</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grid side converter</th>
<th>Current controllers</th>
<th>DC voltage controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional gain ($K_p$)</td>
<td>30</td>
<td>0.6</td>
</tr>
<tr>
<td>Integral gain ($K_i$)</td>
<td>500</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 6.7 PI parameters for the DFIM rotor side converter (current and power controllers) and grid side converter (current and DC voltage controllers).

Fig. 6.18 3.3 kW 2 poles DFIM A.
second phase inversion of the measured rotor current due to the change in sign of the slip and thus of the active power at the rotor side (see equation (3.33)).

On the other hand Fig. 6.20 shows the behaviour of the system to a step of the reactive stator power reference $Q_s^*$ from 1500 VAR to 500 VAR with the machine running again at the
supersynchronous speed of about 3250 rpm and delivering an active stator power of 1000 W (i.e. $P_s^*=\text{1000W}$). In this case only the amplitude of the current is affected by the change of the power reference, whereas no speed variation and rotor current frequency variation is noticeable. These two latter figures prove the stator power decoupled control capability of the DFIM based drive in both subsynchronous and supersynchronous operating conditions.

In this system different degrees of stator and rotor asymmetry have been studied for the DFIM A. As previously explained stator and rotor winding unbalances have been obtained by adding a resistance ($R_{\text{add}}$) of the same value of the phase resistance, as in numerical simulations.

Several tests have been carried out in order to verify the sensitivity of the frequency analysis of the rotor modulating signals (rotor voltages) for stator and rotor fault detection. For this purpose the frequency analysis has been applied to the rotor currents and rotor modulating signals, considering either the faulty machine or the healthy machine (used as a comparison to the faulty case).

The experimental tests have been performed by operating the machine in steady-state conditions for three levels of generated power corresponding to 33%, 66% and 100% of the rated power at the subsynchronous speed of 2750 rpm.

---

**Fig. 6.21** Balanced rotor and stator windings at 33% of the rated power and 2750 rpm. (a) rotor current – (b) rotor modulating signal. DFIM A

---

**Fig. 6.22** Unbalanced stator windings ($R_{\text{add}}=R_\phi$) at 33% of the rated power and 2750 rpm. (a) rotor currents – (b) rotor modulating signals. DFIM A
For the sake of brevity, the spectra of the rotor current and rotor modulating signals are illustrated only for two power levels, i.e. 33% and 100%.

Fig. 6.21, Fig. 6.22 and Fig. 6.23 are related to the case of 33% of the rated power. In particular, Fig. 6.21 shows the spectra of one rotor current (a) and one rotor modulating signal (b) with the machine in healthy conditions. In these two figures, the characteristic harmonic component at frequency \((2-s)f\) related to a stator fault is highlighted (\(s\) is the slip and \(f\) is the stator supply frequency). It’s worth noting that the rotor modulating signals (Fig. 6.21-(b)) have a rather high \((2-s)f\) component, which is probably due to a small residual winding asymmetry.

Fig. 6.22 illustrates the results achieved in the case of stator fault. In particular, Fig. 6.22-(a) shows that the magnitude of the characteristic fault harmonic frequency of one rotor current is -42dB (against -54dB in healthy conditions). In Fig. 6.22-(b) the magnitude of the characteristic harmonic component of one rotor modulating signal is -25dB (against -36dB in healthy conditions). It is worth noting that the magnitude of the component at frequency \((2-s)f\) in the rotor modulating signal is 17dB greater than the same frequency component in the rotor current.

Fig. 6.23 Unbalanced rotor windings \((R_{ad}=R_d)\) at 33% of the rated power and 2750 rpm. (a) rotor current space vector - b) rotor modulating signals space vector. DFIM A

Fig. 6.24 Balanced rotor and stator windings at 100% of the rated power and 2750 rpm. (a) rotor current – (b) rotor modulating signal
Fig. 6.23 illustrates the results obtained in the case of a rotor fault. In particular, in Fig. 6.23-(a) the magnitude of the characteristic component at frequency \(-sf\) of the rotor current space vector is -50dB. In Fig. 6.23-(b) the magnitude of the characteristic frequency component of the rotor modulating signal space vector is -25dB. It can be noted that the magnitude of the characteristic fault frequency component in the rotor modulating signal space vector is 25 dB greater than the same frequency component in the rotor current space vector.

Fig. 6.24, Fig. 6.25 and Fig. 6.26 are related to the case of the rated power. The results obtained in healthy conditions and illustrated in Fig. 6.24 are quite similar to those shown in Fig. 6.21 for a generated power equal to 33% of rated power. The results obtained with unbalanced stator windings and unbalanced rotor windings are shown in Fig. 6.25 and Fig. 6.26, respectively. These results are similar to those obtained at reduced power, shown in Fig. 6.22 and Fig. 6.23, respectively. It can be noted that, also in this case, the magnitudes of the faulty components in the rotor modulating signals are higher than those of rotor currents. The complete comparison for the three power levels (33%, 66% and 100% of the rated power \(P_r\)) is reported in Table 6.8 for the rotor fault analysis and in Table 6.9 for the stator fault analysis. In these tables it is possible to verify the different sensitivity
achievable using as diagnostic index the stator currents, the rotor currents, or the rotor modulating signals. The results obtained show clearly that, with respect to stator and rotor currents, the rotor modulating signals have higher magnitudes of the characteristic fault frequency components for both stator and rotor faults, regardless of the power level. In order to prove the effectiveness of the signature analysis, applied to rotor modulating signals, further experimental tests have been performed considering smaller asymmetries in stator and rotor windings in the case of 33% of rated power. Fig. 6.27 illustrates how the magnitude of the characteristic harmonic frequency due to a rotor fault changes as function of the additional resistance. In the same figure it is also illustrated the behaviour of the characteristic harmonic frequency of the stator and rotor currents. It is evident that for any asymmetry condition the rotor modulating signals are more sensitive against rotor faults

<table>
<thead>
<tr>
<th></th>
<th>Healthy machine</th>
<th>Faulty machine $R_{\text{add}} = R_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>P=33%Pr</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stator current</td>
<td>$(1-2s)f$</td>
<td>-73.0</td>
</tr>
<tr>
<td>rotor current</td>
<td>$-sf$</td>
<td>-67.8</td>
</tr>
<tr>
<td>rotor modulating signal</td>
<td>$-sf$</td>
<td>-60.6</td>
</tr>
<tr>
<td>P=66%Pr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stator current</td>
<td>$(1-2s)f$</td>
<td>-49.0</td>
</tr>
<tr>
<td>rotor current</td>
<td>$-sf$</td>
<td>-50.2</td>
</tr>
<tr>
<td>rotor modulating signal</td>
<td>$-sf$</td>
<td>-25.6</td>
</tr>
<tr>
<td>P=100%Pr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stator current</td>
<td>$(1-2s)f$</td>
<td>-28.4</td>
</tr>
<tr>
<td>rotor current</td>
<td>$(2-s)f$</td>
<td>-42.2</td>
</tr>
<tr>
<td>rotor modulating signal</td>
<td>$(2-s)f$</td>
<td>-25.0</td>
</tr>
</tbody>
</table>

Table 6.8 Rotor fault signature analysis for DFIM A as a function of the active power levels at 2750 rpm.

Table 6.9 Stator fault signature analysis for DFIM A as a function of the active power levels at 2750 rpm.

Fig. 6.27 Effect of faulty operating conditions given by an increment of the rotor phase resistance at 33% of the rated power and 2750 rpm.
than stator or rotor currents.

A similar investigation has been carried out with reference to a stator asymmetry. As Fig. 6.28 shows, also in this case the sensitivity of rotor modulating signals is always higher than rotor currents. It can be noted that the amplitude of the characteristic harmonic of the stator current is higher than that of rotor modulating signals only in case of little stator asymmetry.

6.4.2. Results for the DFIM B

The 5.5 kW 4 poles DFIM B (Table 5.9), shown in Fig. 6.29, has been used to deepen the investigation on stator and rotor asymmetries and the impact of the control system on them.

![Fig. 6.28](image-url) Effect of faulty operating conditions given by an increment of the stator phase resistance at 33% of the rated power and 2750 rpm.

![Fig. 6.29](image-url) 5.5 kW 4 poles DFIM B.
More in detail, the effect of the current loop bandwidth have been studied and the wavelet transform has been used for fault signature extraction proving the higher energy content of the fault harmonic present on the voltage signals in respect to the fault harmonics usually found on currents for mains supplied machines.

The control parameters have been set according to (4.42) and (4.43) for the current control loop assuming at first a bandwidth of $B_{pi}=350$ Hz. Many tests have been performed also on this machine. Those here presented refers to the machine delivering an active power of 5500 W and absorbing a reactive power of 4100 VAR corresponding to a 0.8 power factor. The speed of the rotor has been kept constant at 1400 rpm thanks to the speed control of the DC/DC converter feeding the DC motor. In Fig. 6.30, 6.31 and 6.32, the comparison between the healthy machine and the same machine with a rotor asymmetry produced by an additive resistance ($R_{add}$) of the same value of the

---

**Fig. 6.30** Unbalanced rotor windings ($R_{add}=R_{p}$) for DFIM B delivering an active power of 5.5 kW at the rated speed. 
(a) stator currents space vector FFT healthy – (b) stator currents space vector FFT faulty.

---

**Fig. 6.31** Unbalanced rotor windings ($R_{add}=R_{p}$) for DFIM B delivering an active power of 5.5 kW at the rated speed. 
(a) rotor currents space vector FFT healthy – (b) rotor currents space vector FFT faulty.
Phase resistance is presented for the bandwidth $B_{pi}=350\,\text{Hz}$. The FFT of the space vectors of stator currents, rotor currents and rotor voltages are shown respectively. The results are similar to those presented for the DFIM A. Also in this case, it is clearly visible that the sensitivity to the unbalance is higher for the rotor voltages in respect to stator and rotor currents where the increasing of the fault first harmonic, $(1-2s)f$ for the stator currents and $-sf$ for the rotor currents is almost undetectable.

Similar results can be found considering stator asymmetries. Anyway in this case the currents

<table>
<thead>
<tr>
<th>Stator fault</th>
<th>Healthy (dB)</th>
<th>Faulty (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator currents</td>
<td>$-f$</td>
<td>-47.8</td>
</tr>
<tr>
<td>Rotor Currents</td>
<td>$(s-2)f$</td>
<td>-49.7</td>
</tr>
<tr>
<td>Rotor Voltages</td>
<td>$(s-2)f$</td>
<td>-34.5</td>
</tr>
</tbody>
</table>

Table 6.10 Comparison of the amplitudes of the first fault harmonics between the healthy and the faulty DFIM B delivering an active power of 5.5 kW at the rated speed (current loop bandwidth $B_{pi}=350\,\text{Hz}$). Stator fault.

Fig. 6.32 Unbalanced rotor windings ($R_{add}=R_0$) for DFIM B delivering an active power of 5.5 kW at the rated speed. (a) rotor voltages space vector FFT healthy – (b) rotor voltages space vector FFT faulty.

Fig. 6.33 Bandwidth influence on the first harmonic component in stator currents, rotor currents and rotor voltages for a stator unbalance ($R_{add}=R_0$).
keep a higher level of sensitivity to the fault, even if the fault harmonics are considerably damped in respect to the open loop case and certainly lower than those found in rotor voltages. Table 6.9 summarizes the variation of the fault harmonics in currents and voltages between the healthy and the faulty case. 

A study on the impact of the closed loop current bandwidth has been realized by keeping the same operating conditions and changing the values of the PI current controllers parameters, according to (4.42) and (4.43), as done in numerical simulations presented in chapter 5. The results are presented in Fig. 6.33 for a stator asymmetry and in Fig. 6.34 for a rotor asymmetry. A variation for the fault frequencies very close to the one obtained in the simulation tests is observable. For a stator asymmetry the \((s-2)f\) component in the rotor voltages starts to lose its sensitivity to the stator unbalance for lower values of the bandwidth. On the other hand in case of rotor asymmetry the damping effect of the control system on the fault frequency is stronger and not negligible even for very low bandwidths.

6.4.3. Wavelet transform for signature extraction

The DWT in conjunction with the demodulation process has been applied to verify the capability of such a technique to provide an effective extraction of the fault harmonic components in case of rotor faults as detailed in the previous chapter.  

The preprocessing performed through the demodulation technique allows shifting the fault component of interest to a desired prefixed frequency band. More in detail a frequency sliding is applied at each time slice to rotor currents or rotor voltages space vector so that the harmonic component of interest is moved and confined to a single desired frequency band. Then the real part of the shifted signal is analyzed by means of DWT.

A speed transient very close to the one performed in numerical simulations is performed with the DFIM B delivering an active power of 5500 W and absorbing a reactive power of 4100 VAR considering a bandwidth for the current control loop of \(B_{pi}=100\) Hz. 

The wavelet decomposition of \(V_{rdl}\) and \(I_{rdl}\) signals obtained after the demodulation process of rotor voltages and the rotor currents respectively (see (5.4)) are shown in Fig. 6.35, during a speed deceleration transient and for the healthy machine. It’s possible to notice that almost no effect on this decomposition level is registered for both currents and voltages except some oscillations due to a residual asymmetry of the machine.
On the other hand Fig. 6.36 shows the results obtained by applying the same procedure to $V_{rd}$ and $I_{rd}$ signals in case of a rotor asymmetry ($R_{add}=R_r$). In this case the contribution of the fault harmonic $-sf$ is clearly visible and can be effectively detected on the $a_8$ approximation signal. Moreover is evident that the fault information is practically completely contained in the rotor voltages. Then a simple measure of the energy confined in such an approximation signal could be usefully utilized as diagnostic index for rotor faults.

Fig. 6.35 DWT of the demodulated rotor current $I_{rd}$ (a) and demodulated rotor voltages $V_{rd}$ (b) in healthy condition ($R_{add}=0$) under speed transient. Experimental results.

Fig. 6.36 DWT of the demodulated rotor current $I_{rd}$ (a) and demodulated rotor voltages $V_{rd}$ (b) in faulty condition ($R_{add}=R_r$) under speed transient. Experimental results.
Conclusions

In this thesis rotor faults in squirrel cage induction motors and stator and rotor asymmetries in doubly fed induction generators have been investigated by taking into consideration the influence of the control system and non stationary operating conditions.

Suitable first harmonic models of both machines have been developed in order to deeply understand the machine behavior under faulty conditions. Subsequently these models have been coupled with the control structures based on field orientation typically employed in railway applications and in wind generation systems.

In this way the study of the behaviour of the entire variable speed drive under faulty conditions has been performed. Then three diagnostic procedures have been proposed, namely:

- The demodulation technique
- The virtual current technique
- The rotor modulating signal signature analysis.

The first one is a diagnostic procedure for rotor faults detection in squirrel cage induction machine-based drives under time-varying conditions. The method is tailored for railway applications where acceleration and deceleration transients occur frequently.

During transient operations torque and speed vary preventing the use of MCSA and of traditional spectral analysis for an effective diagnosis of rotor faults. Thanks to the proposed approach currents are demodulated in order to move time-varying components related to rotor faults to a single frequency.

Compared to solutions that use time-frequency distributions the proposed procedure requires simpler processing, moreover it exploits the observers of the drive control in order to achieve optimal demodulation results.

A diagnostic index is proposed, that is quite robust versus load and inertia variations and quite sensitive to provide an effective fault detection. Simulation and experimental results have been reported to confirm the validity of the proposed method.

The virtual current technique is a new model based procedure for the diagnosis of rotor faults in Direct Rotor Field Oriented Controlled Drives. The philosophy of the proposed diagnostic technique lies on the measurement of the oscillations at a frequency of $2sf$ present in the $d$-axis component of the estimated rotor flux of the motor. With this information, a virtual magnetizing current component associated with the fault is reconstructed. This signal, after its normalization using the average value of the torque-producing current component, allows the detection and quantification of the extension of rotor faults in the motor.

Simulation results obtained using two different versions of a DRFOC drive, as well as experimental results obtained with a DRFOC drive similar to the one usually found in traction drives for railway applications, demonstrate the effectiveness of the proposed method as a tool for the diagnosis of rotor faults in this type of system. Using the Virtual Current Technique it is possible to diagnose the fault in a way quite independent of the working conditions of the machine and of the control loop parameters. Moreover, most of the information needed for the implementation of this technique is already available inside the control system. No additional sensors besides the ones already inside the drive are needed. The Virtual Current Technique is an
attractive tool to be integrated into the control board of the drive, thus providing information about the condition of the motor in real-time.

Anyway the extraction of the $2sf$ component with variable reference flux is still an open issue that needs further investigations.

Finally the rotor modulating signals signature analysis has been presented as new and reliable diagnostic procedure for the characterization of stator and rotor faults in doubly fed induction generators. A stator flux oriented vector control has been implemented to control the DFIM by using a back-to-back converter connected between the rotor windings and the grid. This control system regulates the rotor currents in order to provide the desired active and reactive power from the stator side. In this sense the rotor current control loops will try to follow sinusoidal and balanced current references by applying unbalanced rotor voltages. Consequently, the typical rotor and stator current fault harmonic components might become less visible due to the compensating action of the control system. On the contrary, these fault harmonic components remain clearly observable in the rotor modulating signals and can be considered as a new effective diagnostic index for the detection of stator and rotor asymmetries in DFIMs.

Simulation and experimental results, carried out for different power levels and different current loop bandwidths, have proved that the rotor modulating signals have a higher sensitivity to stator and rotor asymmetries with respects to stator and rotor currents unless the bandwidth is extremely low.

Eventually an approach based on the Wavelet transform has been used to extract the fault signature information present on rotor voltages and currents, proving the higher sensitivity of the former and allowing an effective fault detection also in time varying conditions.
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